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In this paper, we propose a new hyperbolic Navier-Stokes formulation and develop efficient high-
order reconstructed discontinuous Galerkin schemes for solving the compressible Navier-Stokes
equations. The new formulation uses the gradients of the primitive variables as additional vari-
ables to form a hyperbolic viscous system. This formulation enables simple and economical solution
reconstruction, and paves the way to the development of a family of truely efficient high-order hy-
perbolic Navier-Stokes schemes: more efficient than discontinuous Galerkin schemes for comparable
orders of accuracy despite the increase in the number of variables/equations due to the hyperbolic
formulation at the partial-differential-equation level. With 20 degrees of freedom per cell, the method
achieves, on irregular grids, third-order error convergence in the solution and gradients, and fourth-
order in the inviscid terms. The eigen-structure of the hyperbolic viscous system is analyzed and a
suitable dissipation matrix is derived. A class of reconstructed discontinuous Galerkin discretizations
are constructed for the hyperbolic Navier-Stokes sytem, and solved by an implicit solver based on the
first-order backward Euler pseudo-time integration scheme with exact or approximate Jacobians.
The methods are implemented in a three-dimensional unstructured code, verified by the method of
manufactured solutions on hexahedral, regular, irregular and highly distorted prismatic grids, and
tested for a Couette flow problem.

I. Introduction
Today, Computational Fluid Dynamics (CFD) is applied to a variety of applications in science and engineering.

Second-order algorithms dominate practical three-dimensional CFD codes, but there is a growing need for higher-
order accuracy especially in high-fidelity time-dependent turbulent-flow simulations over complex geometries. Beside
many challenges, e.g., high-order grid generation and adaptation, high-performance computing, robust and efficient
solver developments, etc., there exits a classic challenge about how to deal with the viscous terms in Navier-Stokes
(NS) equations. Although high-order methods have been well developed for hyperbolic systems such as the inviscid
terms, they have been less studied for the viscous terms. In particular, the widely-used and studied finite-volume (FV)
and Discontinuous Garlerkin (DG) methods become less certain and advantageous for elliptic or parabolic problems,
requiring extra efforts needed to deal with gradients in the viscous fluxes. Commonly used high-order viscous meth-
ods are the BR2 [1] and DDG [2] methods. A reconstructed discontinuous Galerkin (rDG) method using an inter-cell
reconstruction is also developed [3]. All of these methods, however, are substantially more demanding in computa-
tional efforts than the classical continuous finite element methods that are more suited for solving elliptic problems. In
this work, we explore an alternative to these high-order viscous discretization methods: the hyperbolic Navier-Stokes
(HNS) method, in combination with the rDG method to drive the cost of high-order schemes down to the level at which
applications to practical problems would be within reach with currently available resources. Ultimately, the developed
method is expected to provide an efficient and accurate high-order unstructured-grid solver for scalable high-order
CFD computations on fully adaptive grids with ever-increasing parallelism.

The HNS method is a first-order hyperbolic system reformulation approach, which is originally developed for
diffusion equations [4] and the advection-diffusion equations [5]. In the HNS method, diffusion/viscous terms are
reformulated as a hyperbolic system, and discretized by methods for hyperbolic systems, e.g., upwind methods. Thus,
methods developed for hyperbolic systems, including high-order methods, are directly applicable to diffusion and
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viscous terms. Moreover, the method has been demonstrated to bring various other advantages: high-order and noise-
free gradients on severely distorted grids, upgraded accuracy in the advection/inviscid schemes, and convergence
acceleration by the elimination of numerical stiffness due to second-order derivatives. These advantages have been
demonstrated for various applications, including the two-dimensional compressible/incompressible NS equations [6, 7,
8], three-dimensional compressible NS equations [9, 10, 11, 12, 13, 14] with a proper handling high-Reynolds-number
boundary-layer flows [11, 15], unsteady problems [16, 17], magnetohydrodynamic models [18, 19], third-order partial-
differential equations [20] and diffusion with tensor coefficients [21] and with discontinuous coefficients [22]. In terms
of the discretization method, the hyperbolic method has been applied to the residual-distribution methods [4, 5], the
finite-volume methods [6, 7, 8, 9, 10, 11, 12, 23, 24, 25], the high-order active-flux method [16], high-order compact
methods [26], and high-order rDG methods [21, 27, 28, 29, 30]. This paper is a sequel to the high-order hyperbolic
rDG method development, and presents the extension to the compressible NS equations.

For diffusion equations, a hyperbolic system is formed typically with the solution gradients introduced as additional
variables, which are called the gradient variables. In three dimensions, it requires three additional gradient variables
per solution variable, meaning three additional equations are added to each equation in a target system. This increase
in variables and equations presents a challenge in applying the hyperbolic method to DG methods. For example, if
the three-dimensional compressible NS system is formulated as a hyperbolic system with 20 equations instead of 5
[12], even a second-order DG scheme method would result in 80 discrete equations. To minimize the number of
discrete equations, we have explored an efficient reconstruction of recycling the gradient variables to form high-order
polynomials of the solution variables for model equations [21, 27, 28, 29, 30]. The recycling strategy dramatically
reduces the number of discrete equations, and leads to efficient hyperbolic DG schemes. For the NS equations, it can
bring the number of discrete equations down to 20 from 80 without losing second-order accuracy and even with an
upgrade of the inviscid accuracy to third-order. For example, the HNS formulation in Ref.[12] involves the density
gradient as gradient variables. If DG(P1) method is used, the density gradient (ρx, ρy , ρz), and their gradients, i.e.,
second-order derivatives (ρxx, ρxy , ρxz , ρyx, ρyy , ρyz , ρzx, ρzy , ρzz) would be introduced as discrete unknowns. Then,
these quantities can be used to build a quadratic polynomial for the density, and thus only the cell-average needs to be
stored for the density. This particular construction is denoted by DG(P0P2)+DG(P1), and leads to a third-order inviscid
and second-order viscous scheme. However, this efficient construction is not straightforward for other conservative
or primitive variables because other gradient variables are the velocity gradients scaled by the viscosity and the heat
fluxes. The derivatives of the velocity and temperature, which are needed to build the polynomials for the velocity and
temperature, can be quite complicated if obtained from the gradient variables as they will involve derivatives of the
viscosity. To make the recycling trivial for all variables, we here propose a new HNS formulation, HNS20G, with the
gradients of the primitive variables as additional unknowns. A similar hyperbolic formulation has been employed for
nonlinear or variable-coefficient diffusion problems [22, 27, 31]; this paper presents, for the first time, its extension to
the compressible NS equations.

To further reduce the cost of the hyperbolic DG schemes, we focus on the rDG method, which has been widely
used for compressible inviscid and viscous flow problems, as well as for turbulent problems [32, 33, 34, 35, 36, 37,
38, 39, 40]. The rDG method is a general framework that includes the FV and DG methods as special cases: define an
underlying high-order polynomial of on each element, reconstruct a higher-order polynomial, and solve a Riemann
problem that arises from the discontinuous representation of solution on each element interface. An rDG scheme
with a polynomial of degree n and a reconstructed polynomial of degree n + 1 is denoted by rDG(PnPn+1). As
discussed in the previous papers [21, 27, 28, 29, 30], high-order schemes that combine the hyperbolic approach and
the rDG method require less number of discrete unknowns and achieve higher-order accuracy than conventional DG
schemes. The reconstruction step is a key to accuracy and stability of the rDG schemes, and a recently developed
high-order reconstruction technique called the variational reconstruction (VR) provides excellent performance of the
rDG schemes as demonstrated for compressible inviscid flow [41, 42]. This VR reconstruction method is used in the
present paper for computing high-order derivatives of the gradient variables in the new HNS system; derivatives of the
primitive variables are provided by the gradient variables and their derivatives that are already available. As a result,
the rDG schemes will have the same number of degrees of freedom as a FV scheme applied to the HNS formulation
or conventional P1 DG schemes for the NS equations, i.e. 20, and this is true for arbitrarily high-order accuracy.

In this paper, we present a new HNS formulation and demonstrate that it enables an efficient construction of high-
order rDG schemes for solving the compressible NS equations, with 20 degrees of freedom for arbitrarily high-order
accuracy. The paper focuses on schemes up to fourth-order accuracy in the inviscid terms, which eliminate both
dispersion and dissipation errors from a second-order scheme and are expected to provide significant improvements
for high-fidelity turbulent-flow simulations. An implicit solver is used to solve the residual equations, based on an
approximate or exact Jacobian with a pseudo time term, which is equivalent to the first-order backward Euler pseudo-
time integration scheme. The pseudo time step is taken to be infinity in many cases, and thus it can be considered
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simply as an implicit nonlinear solver. The HNS rDG solver is developed for the 3D NS equations and implemented in
a 3D code, but here we focus on 2D problems, and perform accuracy verification studies and solve a simple viscous-
flow problem to demonstrate that the HNS rDG schemes provide accurate solutions for a realistic viscous boundary
conditions. The remainder of this paper is organized as follows. Section 2 describes the target NS equations, Section
3 presents the new HNS formulation and the construction of dissipation matrices are given, Section 4 discusses the
discretization methods, Section 5 describes the implicit solver, Section 6 presents numerical results, and Section 7
closes the paper with remarks.

II. Compressible Navier-Stokes Equations
We consider the compressible NS equations:

∂U

∂t
+
∂Fk
∂xk

=
∂Gk

∂xk
, (2.1)

U =



ρ

ρu

ρv

ρw

ρe


, Fx =



ρu

ρu2 + p

ρuv

ρuw

u(ρe+ p)


, Fy =



ρv

ρuv

ρv2 + p

ρvw

v(ρe+ p)


, Fz =



ρw

ρuw

ρvw

ρw2 + p

w(ρe+ p)


, (2.2)

Gx =



0

τxx

τyx

τzx

uτxx + vτxy + wτxz − qx


, Gy =



0

τxy

τyy

τzy

uτyx + vτyy + wτyz − qy


, (2.3)

Gz =



0

τxz

τyz

τzz

uτzx + vτzy + wτzz − qz


, (2.4)

where, v = (u, v, w) is the velocity vector, t is the physical time, ρ is the density, p is the pressure, e is the specific
total energy, and the viscous stress tensor τ and the heat flux q are given, under Stokes’ hypothesis, by

τ =


τxx τxy τxz

τyx τyy τyz

τzx τzy τzz

 = −2

3
µ(div v)I + µ

(
grad v + (grad v)T

)
, q =


qx

qy

qz

 = − µ

Pr(γ − 1)
gradT, (2.5)

where I is the identity matrix, T is the temperature, γ is the ratio of specific heats, Pr is the Prandtl number, µ is the
viscosity, which is taken as a constant in this paper, and the superscript T denotes the transpose.

In this paper, we focus on the spatial discretization, and therefore consider only the spatial part in the rest of the
paper:

∂Fk
∂xk

=
∂Gk

∂xk
. (2.6)

For unsteady problems, the physical time derivative can be discretized in time and then treated as a source term as
demonstrated in Ref.[11]. For many practical problems, implicit-time stepping schemes would be required, and then
the steady solver developed in this paper will serve as a nonlinear solver for a system of unsteady residual equations
that needs to be solved at every time step. Unsteady extensions will be discussed in a subsequent paper.
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III. New Hyperbolic Navier-Stokes System: HNS20G
The HNS formulation used in Ref.[12] uses the velocity gradients scaled by the viscosity, the heat fluxes, and

the density gradients as additional variables, thus resulting in 20 equations and thus termed HNS20. As we will
illustrate later, the scaled velocity gradients and the heat fluxes introduce complications in the efficient construction
of hyperbolic rDG schemes. To simply the construction, we propose to form a hyperbolic viscous system with the
gradients of the primitive variables as additional variables.

3.1. HNS20G
The new HNS formulation is given in the form of a preconditioned conservative system:

P−1 ∂U

∂τ
+
∂Fk
∂xk

= S (3.1)

where U and Fk are redefined here as

U = [ρ, ρv, ρe,gu,gv,gw,h, r]T , (3.2)

F =



ρvT − νρrT

ρv ⊗ v + pI− µvτ̃̃τ̃τ
vT (ρe+ p)− (µvτ̃̃τ̃τv)T − µh

γ(γ − 1)
h

−uI

−vI
−wI

−T I

−ρI


(3.3)

τ̃̃τ̃τ =
3

4
(g + gT )− 1

2
tr(g)I, µv =

4

3
µ, µh =

γ

Pr
µ, (3.4)

S = [0 0 0 − gu − gv gw − h − r]T (3.5)

P = diag

(
1, 1, 1, 1, 1,

1

Tv
,

1

Tv
,

1

Tv
,

1

Tv
,

1

Tv
,

1

Tv
,

1

Tv
,

1

Tv
,

1

Tv
,

1

Th
,

1

Th
,

1

Th
,

1

Tr
,

1

Tr
,

1

Tr

)
. (3.6)

Note that the system is equivalent to the target steady Navier-Stokes equations (2.6) in the pseudo steady state or as
soon as the pseudo time term is dropped with an infinite pseud-otime step, and the additional variables are equivalent
to the gradients of the primitive variables (thus called the gradient variables):

r = ∇ρ = (ρx, ρy, ρz), (3.7)

g = [gTu ,g
T
v ,g

T
w]T = [(∇u)T , (∇v)T , (∇w)T ]T =

gux guy guz
gvx gvy gvz
gwx gwy gwz

 , (3.8)

h = ∇T = (hx, hy, hz). (3.9)

To emphasize that this system uses the gradients of the primitive variables as additional variables, we term the new
system HNS20G. The preconditioned conservative system simplifies the construction of a conservative scheme and
a numerical flux [8], and the viscous system is now hyperbolic in the pseudo time as we will discuss below. The
relaxation times Tr, Tv , and Th are defined as

Tr =
L2
r

νρ
, Tv =

ρL2
r

µv
, Th =

ρL2
r

µh
, (3.10)

where the length scale Lr is defined as in Refs.[11, 15], and νρ is an artificial viscosity associated with the artificial
hyperbolic mass diffusion added to the continuity equation [7, 12].
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The flux projected along an arbitrary direction n = (nx, ny, nz)
T is split into the inviscid part, viscous part, and

artificial hyperbolic mass diffusion part:

Fn = Fxnx + Fyny + Fznz = Fin + Fvn + Fan, (3.11)

where

Fin =



ρun

ρunvT + pn

un(ρe+ p)

0

0

0

0

0


, Fvn =



0

−µvτ̃̃τ̃τn
−µv τ̃nv −

µh
γ(γ − 1)

hn

−un

−vn
−wn

−Tn

0


, Fan =



−νρrn
0

0

0

0

0

0

−ρn


, (3.12)

where

un = v · n = unx + vny + wnz, hn = h · n = hxnx + hyny + hznz, (3.13)

τ̃n =


τ̃nx

τ̃ny

τ̃nz

 = τn =


τ̃xxnx + τ̃xyny + τ̃xznz

τ̃yxnx + τ̃yyny + τ̃yznz

τ̃zxnx + τ̃zyny + τ̃zznz

 , τ̃nv = τ̃n · v = τ̃nxu+ τ̃nyv + τ̃nzw. (3.14)

The inviscid part is hyperbolic, so it can be estimated by using classic Riemann solvers. The HLLC flux [43] is used
in the present work. In the HNS2G system, the viscous part is also hyperbolic as shown in the next section.

3.2. Dissipation Matrix for Viscous Flux
An important difference between HNS20 and HNS20G is that the viscosity does not appear in the flux for HNS20
but does appear in the case of HNS20G. Therefore, the flux Jacobian, which is required to construct a dissipation
term, involves derivatives of the viscosity. This is the complication we get in return for a simplfied high-order scheme
construction as discussed later. However, we can avoid the complication by considering the flux Jacobian with a frozen
viscosity [27]:

Av
n = P

∂Fvn
∂U

=

(
A11 A12 A13 A14 A15 0
A21 0 0 0 0 0

)
, (3.15)

where

A11 =



0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0
µv
ρ
τ̃nv −µv

ρ
τ̃nx −µv

ρ
τ̃ny −µv

ρ
τ̃nz 0


, (3.16)

A12 =



0 0 0

−µvnx −3

4
µvny −3

4
µvnz

1

2
µvny −3

4
µvnx 0

1

2
µvnz 0 −3

4
µvnx

µv

(
−unx +

1

2
vny +

1

2
wnz

)
−3

4
µv (uny + vnx) −3

4
µv (unz + wnx)


, (3.17)

5 of 28

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 H

ir
oa

ki
 N

is
hi

ka
w

a 
on

 J
ul

y 
4,

 2
01

8 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

01
8-

41
60

 



A13 =



0 0 0

−3

4
µvny

1

2
µvnx 0

−3

4
µvnx −µvny −3

4
µvnz

0
1

2
µvnz −3

4
µvny

−3

4
µv (uny + vnx) µv

(
1

2
unx − vny +

1

2
wnz

)
−3

4
µv (vnz + wny)


, (3.18)

A14 =



0 0 0

−3

4
µvnz 0

1

2
µvnx

0 −3

4
µvnz

1

2
µvny

−3

4
µvnx −3

4
µvny −µvnz

−3

4
µv (unz + wnx) −3

4
µv (vnz + wny) µv

(
1

2
unx +

1

2
vny − wnz

)


, (3.19)

A15 =



0 0 0

0 0 0

0 0 0

0 0 0

− µhnx
γ(γ − 1)

− µhny
γ(γ − 1)

− µhnz
γ(γ − 1)


, (3.20)
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A21 =



unx
ρTv

− nx
ρTv

0 0 0

uny
ρTv

− ny
ρTv

0 0 0

unz
ρTv

− nz
ρTv

0 0 0

vnx
ρTv

0 − nx
ρTv

0 0

vny
ρTv

0 − ny
ρTv

0 0

vnz
ρTv

0 − nz
ρTv

0 0

wnx
ρTv

0 0 − nx
ρTv

0

wny
ρTv

0 0 − ny
ρTv

0

wnz
ρTv

0 0 − nz
ρTv

0

−γ(γ − 1)(v2 − e) nx
ρTh

γ(γ − 1)
unx
ρTh

γ(γ − 1)
vnx
ρTh

γ(γ − 1)
wnx
ρTh

−γ(γ − 1)
nx
ρTh

−γ(γ − 1)(v2 − e) ny
ρTh

γ(γ − 1)
uny
ρTh

γ(γ − 1)
vny
ρTh

γ(γ − 1)
wny
ρTh

−γ(γ − 1)
ny
ρTh

−γ(γ − 1)(v2 − e) nz
ρTh

γ(γ − 1)
unz
ρTh

γ(γ − 1)
vnz
ρTh

γ(γ − 1)
wnz
ρTh

−γ(γ − 1)
nz
ρTh

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0



, (3.21)

where the viscosity is frozen in computing the derivative, ∂F
v
n

∂U . The eigenvalues of the matrix can be obtained as

λ1 = −anv, λ2 = anv, λ3 = −amv, λ4 = amv, (3.22)

λ5 = −alv, λ6 = alv, λ7 = −ah, λ8 = ah, λ9,...,20 = 0, (3.23)

where

anv =

√
νv
Tv
, amv = alv =

√
3νv
4Tv

, ah =

√
νh
Th
. (3.24)

corresponding to the normal viscous, shear viscous and heating waves, respectively, with a set of linearly independent
left and right eigenvectors, l and r. Therefore, the system is hyperbolic. Then, the upwind flux can be constructed
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with the dissipation term acting on two states UR and UL,

|Av
n|∆U =

8∑
k=1

|λk|(lTk ∆U)rk

=



0

ρ[(anv − amv)∆unn + amv∆v]

ρ(anv − amv)un∆un + ρamv(v ·∆v) +
ρah∆T

γ(γ − 1)
+

µ2
v

ρah

(
τ̃nn∆τ̃nn
Prn + 1

+
τ̃ττn ·∆τ̃ττn − τ̃nn∆τ̃nn

Prm + 1

)
[(
anv −

4

3
amv

)
∆τ̃nnnx +

4

3
amv∆τ̃nx

]
n[(

anv −
4

3
amv

)
∆τ̃nnny +

4

3
amv∆τ̃ny

]
n[(

anv −
4

3
amv

)
∆τ̃nnnz +

4

3
amv∆τ̃nz

]
n

ah

[
∆hn +

γ(γ − 1)µv
µh

(
τ̃nn∆un
Prn + 1

+
τ̃ττn ·∆v − τ̃nn∆un

Prm + 1

)]
n

0



,

(3.25)

where

∆U = UR −UL, P rn =
anv
ah

, P rm =
amv
ah

. (3.26)

This dissipation term is similar to the one for HNS20 [12], but has different scalings for the viscous stresses and heat
fluxes. Finally, this dissipation term will be multiplied by P−1 from the left to cancel the effect of the preconditioning
[8].

To ensure strong coupling among the system in the discrete level, an artificial hyperbolic dissipation is added to
the upwind scheme for the viscous flux [7]. Consider the following hyperbolic diffusion system:

P−1 ∂U

∂τ
+
∂Fdx
∂x

+
∂Fdy
∂y

+
∂Fdz
∂z

= Sd, (3.27)
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where

Fdx =



0
−µvgux
−µvgvx
−µvgwx

0
−u
0
0
−v
0
0
−w
0
0
0
0
0
0
0
0



, Fdy =



0
−µvguy
−µvgvy
−µvgwy

0
0
−u
0
0
−v
0
0
−w
0
0
0
0
0
0
0



, Fdz =



0
−µvguz
−µvgvz
−µvgwz

0
0
0
−u
0
0
−v
0
0
−w
0
0
0
0
0
0



, S =



0
0
0
0
0
−gux
−guy
−guz
−gvx
−gvy
−gvz
−gwx
−gwy
−gwz

0
0
0
0
0
0



. (3.28)

The flux projected along an arbitrary direction n is given by

Fdn =



0
−µvgun
−µvgvn
−µvgwn

0
−un
−vn
−wn

0
0
0
0
0
0



, (3.29)

where  gun = guxnx + guyny + guznz,
gvn = gvxnx + gvyny + gvznz,
gwn = gwxnx + gwyny + gwznz.

(3.30)
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The flux Jacobian with a frozen viscosity is given by

Aav
n = P

∂Fdn
∂U

=



0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 −µvn 0 0 0 0

0 0 0 0 0 0 −µvn 0 0 0

0 0 0 0 0 0 0 −µvn 0 0

0 0 0 0 0 0 0 0 0 0
unx
ρTv

− nx
ρTv

0 0 0 0 0 0 0 0
uny
ρTv

− ny
ρTv

0 0 0 0 0 0 0 0
unz
ρTv

− nz
ρTv

0 0 0 0 0 0 0 0
vnx
ρTv

0 − nx
ρTv

0 0 0 0 0 0 0
vny
ρTv

0 − ny
ρTv

0 0 0 0 0 0 0
vnz
ρTv

0 − nz
ρTv

0 0 0 0 0 0 0
wnx
ρTv

0 0 − nx
ρTv

0 0 0 0 0 0
wny
ρTv

0 0 − ny
ρTv

0 0 0 0 0 0
wnz
ρTv

0 0 − nz
ρTv

0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0



. (3.31)

The eigenvalues are
λ1,...,3 = anv, λ4,...,6 = −anv, λ7,...,20 = 0. (3.32)

The resultant absolute Jacobian is

|Aav
n | = anv



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
−u 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
−v 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
−w 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 n2

x nxny nxnz 0 0 0 0 0 0 0 0
0 0 0 0 0 nxny n2

y nynz 0 0 0 0 0 0 0 0
0 0 0 0 0 nxnz nynz n2

z 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 n2

x nxny nxnz 0 0 0 0 0
0 0 0 0 0 0 0 0 nxny n2

y nynz 0 0 0 0 0
0 0 0 0 0 0 0 0 nxnz nynz n2

z 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 n2

x nxny nxnz 0 0
0 0 0 0 0 0 0 0 0 0 0 nxny n2

y nynz 0 0
0 0 0 0 0 0 0 0 0 0 0 nxnz nynz n2

z 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



.

(3.33)
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Therefore, the artificial dissipation term is given by

|Aav
n |∆U = anv



0
−u∆ρ+ ∆(ρu)
−v∆ρ+ ∆(ρv)
−w∆ρ+ ∆(ρw)

0
∆gunn
∆gvnn
∆gwnn

0
0


= anv



0
ρ∆u
ρ∆v
ρ∆w

0
∆gunn
∆gvnn
∆gwnn

0
0


. (3.34)

Finally, the upwind viscous flux across an interface is given by

Fvn(UL,U
R) =

1

2
(Fvn(UL) + Fvn(UR))− 1

2
P−1 (|Av

n|+ |Aav
n |) (UR −UL). (3.35)

3.3. Dissipation Matrix for Artificial Mass Diffusion Flux
The remaining component is the artificial mass diffusion term, which is shared by HNS20 and HNS20G and required
to obtain high-order accurate density gradients [7, 12]. The corresponding flux is given by

Fan = (−νρ, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ρnx,−ρny,−ρnz)T , (3.36)

and the flux Jacobian

Aa
n = P

∂Fan
∂U

=


0 0 −νρnx −νρny −νρnz
0 O 0 0 0
−nxTρ 0 0 0 0

−nyTρ 0 0 0 0

−nzTρ 0 0 0 0

 . (3.37)

The dissipation term is given, as described in Ref.[7, 12], by

|Aa
n|∆U = aρ

 ∆ρ
0

∆rnn

 , (3.38)

where

aρ =

√
νρ
Tρ
. (3.39)

Therefore, the artificial mass diffusion flux is given by

Fan(UL,UR) =
1

2
(Fan(UL) + Fan(UR))− 1

2
P−1|Aa

n|(UR −UL). (3.40)

IV. Discretization
In this section, we present efficient rDG schemes for the HNS20G system. First, we discuss the underlying DG

discretization, which can be very expensive for HNS20G. Then, we illustrate the recycling procedure that dramati-
cally reduces the number of discrete unknwons/equations by taking advantage of the gradient variables. Finally, we
introduce the rDG method to bring the discretization discretization further down, and develop very efficient HNS rDG
schemes.

4.1. Discontinous Galerkin
We begin by formulating the discontinuous Galerkin discretization with a test function Ψ over an element Ωe with a
boundary Γe: multiply the HNS20G system by Ψ, and integrate by parts over the element,

P−1 d

dτ

∫
Ωe

ΨUhdΩ =

∫
Ωe

[
∂Ψ

∂xk
Fk(Uh) + ΨS(Uh)

]
dΩ−

∫
Γe

ΨFk(Uh)nkdΓ, ∀Ψ ∈ V ph . (4.1)

11 of 28

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 H

ir
oa

ki
 N

is
hi

ka
w

a 
on

 J
ul

y 
4,

 2
01

8 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

01
8-

41
60

 



where P can be assumed to be constant over the element without affecting accuracy and thus has been taken out of the
integral, and Uh is the solution we seek for in the broken Soblev space V nh :

Uh ∈ V ph , V ph = {vh ∈ [L2(Ω)]k : vh|Ωi ∈ [V kp ]∀Ωi ∈ Ω}, (4.2)

where k is the dimension of the unknown vector and Vp is the space of all polynomials of degree ≤ p. The solution
can be expressed as a polynomial of the form:

Uh(x, y, z, τ) = C(x, y, z)V(τ), (4.3)

where C is a basis matrix, and V is a vector of unknown polynomial coefficients. For example, in the P0 DG method,
we have

Uh = (ρ, ρv, ρe,gx,gy,gz, hx, hy, hz, rx, ry, rz)
T
, (4.4)

V =
(
ρ, ρv, ρe,∆xgx,∆ygy,∆zgz,∆xhx,∆yhy,∆zhz,∆xrx,∆yry,∆zrz

)T
, (4.5)

C =


1

I
1

Csub

Csub

Csub

 , Csub =

 1
∆x

1
∆y

1
∆z

 , (4.6)

where gx = (gux, gvx, gwx), gy = (guy, gvy, gwy), gz = (guz, gvz, gwz), the overbar indicates the cell-averaged
value, ∆x = 0.5(xmax − xmin), ∆x = 0.5(ymax − ymin) and ∆z = 0.5(zmax − zmin). xmax, xmin, ymax, ymin,
zmax and zmin are the maximum and minimum coordinates in the element Ωe in x-, y- and z- directions. Note that the
variables (gu,gv,gw) have been rearranged in the vector Uh for convenience; compare Equation (4.4) and Equation
(3.2).

Choose the basis matrix for the test function:
Ψ = CT , (4.7)

then,

P−1 d

dτ

∫
Ωe

CTCVdΩ =

∫
Ωe

[
∂CT

∂xk
Fk(Uh) + CTS(Uh)

]
dΩ−

∫
Γe

CTFk(Uh)nkdΓ. (4.8)

which can be written into the semi-discrete form:

P−1M
dV

dτ
= R(Uh), (4.9)

where

P−1M = P−1

∫
Ωe

CTCdΩ, R(Uh) =

∫
Ωe

[
∂CT

∂xk
Fk(Uh) + CTS(Uh)

]
dΩ−

∫
Γe

CTFk(Uh)nkdΓ (4.10)

The interface flux is evaluated at each quadrature point for a given pair of states, UL and UR, computed by the
solution polynomials from two adjacent elements, by the HLLC flux [43] for the inviscid part and the sum of the
upwind viscous flux (3.35) and the artificial mass diffusion flux (3.40) for the viscous part. This discretization results
in a large number of degrees of freedom (or equivalently discrete equations) per cell, with derivatives added to the
vector V: 80 for P1, 200 for P2, etc., for the HNS20G system. As shown in the previous papers [21, 27, 28, 29, 30], it
is possible to dramatically reduce the number of degrees of freedom by taking advantage of the gradient variables and
a reconstruction technique as described in the next sections.

4.2. Efficient Hyperbolic Discontinuous Galerkin: Hyperbolic DG
The first step to reduce the required degrees of freedom is to use or recycle the gradient variables to represent
high-order derivatives of the primal variables. This is a simple procedure for model equations as demonstrated in
Ref.[21, 27, 28, 29, 30]. However, it is somewhat complicated for the HNS system because the primal variables are
the conservative variables (ρ, ρu, ρv, ρw, ρe), and the gradient variables correspond to the gradients of the primitive
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variables (ρ, u, v, w, T ). Thus, the derivatives of the conservative variables cannot be directly expressed by these gra-
dient variables; it can be expressed indirectly but the mass matrix will then depend on the solution. Such a construction
may be explored in future, but in this paper we consider a simplified procedure, where we keep the P0 conservative
variables in Uh, construct high-order polynomials in the primitive variables and use them to evaluate the flux and
source term:

R(Wh) =

∫
Ωe

[
∂CT

∂xk
Fk(Wh) + CTS(Wh)

]
dΩ−

∫
Γe

CTFk(Wh)nkdΓ, (4.11)

where Wh is a set of higher-order polynomials of the primitive variables:

Wh(x, y, z, τ) = Cw(x, y, z)Vw(τ), (4.12)

with W = (ρ, r, u,gu, v,gv, w,gw, T,h), and Cw is a basis matrix for the primitive variables. In this way, higher-
order polynomials can be easily constructed for the primal variables (ρ, u, v, w, T ) by directly using the gradient
variables (r,gu,gv,gw,h). For example, for the density, we can construct the following:

ρ
rx
ry
rz


h

=


B1 B2 B3 B4

0 1
∆x 0 0

0 0 1
∆y 0

0 0 0 1
∆z




ρ
rx∆x
ry∆y
rz∆z

 , (4.13)

where
B1 = 1, B2 =

x− xc
∆x

, B3 =
y − yc

∆y
, B4 =

z − zc
∆z

.

The solution has just been upgraded to linear for the density without introducing additional unknowns. Similarly, for
the x-velocity, we have 

u
gux
guy
guz


h

=


B1 B2 B3 B4

0 1
∆x 0 0

0 0 1
∆y 0

0 0 0 1
∆z




ρu/ρ
gux∆x
guy∆y
guz∆z

 , (4.14)

and for the temperature,
T

hx

hy

hz


h

=


B1 B2 B3 B4

0 1
∆x 0 0

0 0 1
∆y 0

0 0 0 1
∆z




(γ−1)ρ
γ

[
ρe− 1

2ρ (ρu2 + ρv2 + ρw2)
]

hx∆x

hy∆y

hz∆z

 , (4.15)

Note that the cell-averaged values of the primitive variables are algebraically computed from the conservative variables
that we keep in Uh. It follows from these examples that the basis matrix Cw is a block diagonal matrix:

Cw =


C4×4

C4×4

C4×4

C4×4

C4×4

 , (4.16)

where

C4×4 =


B1 B2 B3 B4

0 1
∆x 0 0

0 0 1
∆y 0

0 0 0 1
∆z

 , (4.17)

for Vw defined by

Vw = (ρ1,u1,v1,w1,T1)
T
, (4.18)
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where

ρ1 = (ρ, rx∆x, ry∆y, rz∆z), u1 = (u, gux∆x, guy∆y, guz∆z), v1 = (v, gvx∆x, gvy∆y, gvz∆z), (4.19)

w1 = (w, gwx∆x, gwy∆y, gwz∆z), T1 = (T , hx∆x, hy∆y, hz∆z), (4.20)

with

u = ρu/ρ, v = ρv/ρ, w = ρw/ρ, T =
(γ − 1)ρ

γ

[
ρe− 1

2ρ
(ρu2 + ρv2 + ρw2)

]
. (4.21)

This construction is called HNS(P0P1+P0). Note that HNS(P0P1+P0) has 20 unknowns and achieve second-
order accuracy in the inviscid terms, which is comparable to the P1 DG scheme applied to the original Navier-Stokes
equations. In effect, the above efficient construction brings the number of unknowns from 80 to 20 for the P1 level
of accuracy. However, as pointed out in Ref.[28], it is first-order accurate in the viscous limit. Further improvement
comes from the rDG method.

4.3. Efficient Hyperbolic Reconstructed Discontinuous Galerkin: Hyperbolic rDG
In the rDG method, higher-order accuracy is achieved by upgrading the order of the polynomial used to evaluate the
flux and source terms in the residual through higher-order derivative reconstructions. The efficient construction in the
previous section is, in fact, a variant of the rDG method, but no reconstruction techniques were needed because the
derivatives are directly available through the gradient variables. To further improve accuracy, we now consider recon-
structing higher-order derivatives by a reconstruction technique, and construct higher-order reconstructed polynomials
WR

h :
WR

h (x, y, z, τ) = CR
w(x, y, z)VRw(τ), (4.22)

where CR
w is a basis matrix, and VRw the unknown coefficient vector containing now reconstructed derivatives. For

example, if the second derivatives ρcxx, ρcyy , ρczz , ρcxy , ρcxz , ρcyz are reconstructed from the gradient variables rx, ry ,
and rz at the centroid as indicated by the superscript, then we can construct a higher-order polynomial for the density
and the density gradient variables as follows:


ρ
rx
ry
rz


R

h

=


B1 B2 B3 B4 B5 B6 B7 B8 B9 B10

0 1
∆x 0 0 B2

∆x 0 0 B3

∆x
B4

∆x 0

0 0 1
∆y 0 0 B3

∆y 0 B2

∆y 0 B4

∆x

0 0 0 1
∆z 0 0 B4

∆z
B2

∆z 0 B3

∆z





ρ
rx∆x

ry∆y

rz∆z

ρcxx∆x2

ρcyy∆y2

ρczz∆z
2

ρcxy∆x∆y

ρcxz∆x∆z

ρcyz∆y∆z



. (4.23)

where

B5 =
1

2
B2

2 −
1

Ωe

∫
Ωe

1

2
B2

2dΩ, B6 =
1

2
B2

3 −
1

Ωe

∫
Ωe

1

2
B2

3dΩ, B7 =
1

2
B2

4 −
1

Ωe

∫
Ωe

1

2
B2

4dΩ,

B8 = B2B3 −
1

Ωe

∫
Ωe

B2B3dΩ, B9 = B2B4 −
1

Ωe

∫
Ωe

B2B4dΩ, B10 = B3B4 −
1

Ωe

∫
Ωe

B3B4dΩ.

The density is now represented by a quadratic polynomial, and the corresponding gradient variables by linear polyno-
mials. Applying a similar reconstruction to other primitive variables, we arrive at the following basis matrix:

WR
h (x, y, z) =


C4×10

C4×10

C4×10

C4×10

C4×10

VR, (4.24)

14 of 28

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 H

ir
oa

ki
 N

is
hi

ka
w

a 
on

 J
ul

y 
4,

 2
01

8 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

01
8-

41
60

 



where

C4×10 =


B1 B2 B3 B4 B5 B6 B7 B8 B9 B10

0 1
∆x 0 0 B2

∆x 0 0 B3

∆x
B4

∆x 0

0 0 1
∆y 0 0 B3

∆y 0 B2

∆y 0 B4

∆x

0 0 0 1
∆z 0 0 B4

∆z
B2

∆z 0 B3

∆z

 , (4.25)

for VR
w defined by

VR
w = (ρ2,u2,v2,w2,T2)

T
, (4.26)

where

ρ2 = (ρ, rx∆x, ry∆y, rz∆z, ρ
c
xx∆x2, ρcyy∆y2, ρczz∆z

2, ρcxy∆x∆y, ρcxz∆x∆z, ρcyz∆y∆z), (4.27)

and similarly for other variables. It is emphasized that the reconstructed polynomials are used only in the flux and
source terms, not in the weak formulation:

P−1M
dV

dτ
= R(WR

h ), (4.28)

and thus the mass matrix M is still based on the underlying polynomial basis matrix C defined for the conservative
variables. For the derivative reconstruction, we employ the variational reconstruction for computing the derivatives
[41, 42]. The variational reconstruction for computing the gradient of a function is denoted by P0P1(VR), and it
is applied to the gradient variables here to obtain their gradients that are equivalent to the second derivatives of the
density. The resulting scheme is called HNS(P0P2+P0P1(VR)), which now outperforms the conventional second-order
P1 DG: it has the same 20 degrees of freedom, and achieves third-order accuracy in the inviscid terms, second-order
in the viscous terms, and second-order in the gradients.

An even more efficient scheme is HNS(P0P3+P0P2(VR)) with


ρ
rx
ry
rz


R

h

=



B1 0 0 0
B2

1
∆x 0 0

B3 0 1
∆y 0

B4 0 0 1
∆z

B5
B2

∆x 0 0

B6 0 B3

∆y 0

B7 0 0 B4

∆z

B8
B3

∆x
B2

∆y 0

B9
B4

∆x 0 B2

∆z

B10 0 B4

∆y
B3

∆z

B11 +B2B
c
5

B5

∆x 0 0

B12 +B3B
c
6 0 B6

∆y 0

B13 +B4B
c
7 0 0 B7

∆z

B14 +B2B
c
8 +B3B

c
5

B8

∆x
B5

∆y 0

B15 +B2B
c
9 +B4B

c
5

B9

∆x 0 B5

∆z

B16 +B3B
c
8 +B2B

c
6

B6

∆x
B8

∆y 0

B17 +B2B
c
10 +B3B

c
9 +B4B

c
8

B10

∆x
B9

∆y
B8

∆z

B18 +B4B
c
9 +B2B

c
7

B7

∆x 0 B9

∆z

B19 +B3B
c
10 +B4B

c
6 0 B10

∆y
B6

∆z

B20 +B4B
c
10 +B3B

c
7 0 B7

∆y
B10

∆z



T 

ρ
rx∆x

ry∆y

rz∆z

ρcxx∆x2

ρcyy∆y2

ρczz∆z
2

ρcxy∆x∆y

ρcxz∆x∆z

ρcyz∆y∆z

ρcxxx∆x3

ρcyyy∆y3

ρczzz∆z
3

ρcxxy∆x2∆y

ρcxxz∆x
2∆z

ρcyyx∆y2∆x

ρcxyz∆x∆y∆z

ρczzx∆z2∆x

ρcyyz∆y
2∆z

ρczzy∆z2∆y



. (4.29)
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Scheme DoF/Cell Inviscid Viscous Gradient
DG(P1) 20 O(h2) O(h2) O(h)
DG(P2) 50 O(h3) O(h3) O(h2)
HNS(P0P1+P0) 20 O(h2) O(h) O(h)
HNS(P0P2+P0P1(VR)) 20 O(h3) O(h2) O(h2)
HNS(P0P3+P0P2(VR)) 20 O(h4) O(h3) O(h3)

Table 1. Comparison of the HNS schemes and conventional DG schemes for the 3D NS equations. DoF/Cell is the degrees of freedom within
each cell.

where

B11 =
1

6
B3

2 −
1

Ωe

∫
Ωe

1

6
B3

2dΩ, B12 =
1

6
B3

3 −
1

Ωe

∫
Ωe

1

6
B3

3dΩ, B13 =
1

6
B3

4 −
1

Ωe

∫
Ωe

1

6
B3

4dΩ,

B14 =
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(4.30)
and the superscript c indicates that the basis function is evaluated by the centroid coordinates. In this case, we recon-
struct not only the gradient of the gradient variables, but also their second derivatives, which correspond to third-order
derivatives of the density, so that a cubic polynomial can be reconstructed for the density. Here, a higher-order version
of the variational reconstruction, P0P2(VR), is used to compute the gradients and second-derivatives of the gradient
variables. The resulting scheme achieves, with the same 20 degrees of freedom, fourth-order accuracy in the inviscid
terms, third-order accuracy in the viscous terms and the solution gradients. Compare it with a conventional P1 DG
scheme, which requires 20 degrees of freedom for second- and first-order accurate solutions and gradients, respec-
tively; or a conventional P2 DG, which requires 50 degrees of freedom for third- and second-order accurate solutions
and gradients, respectively.

Table 1 shows the comparison between the HNS-rDG schemes and conventional DG schemes applied to the orig-
inal NS system. HNS(P0P1+P0) is comparable to the conventional P1 DG scheme, but has a lower order of accuracy
in the viscous terms. This is improved by HNS(P0P2+P0P1(VR)), which increases the order of accuracy by one order
for all while keeping the same 20 degrees of freedom: one-order higher accuracy for the inviscid and gradients, and
matching the second-order accuracy in the viscous terms with the conventional P1 DG scheme. A further improvement
is achieved by HNS(P0P3+P0P2(VR)): it gives fourth-order accuracy in the inviscid terms, and third-order accuracy
in the viscous terms and gradients with the same 20 degrees of freedom, which is more efficient than the conventional
P2 DG scheme.

Thee HNS-rDG schemes may be considered as high-order FV schemes developed in the rDG framework. It can be
systematically extended to higher-order in more than one way. For example, HNS(P0P4+P2P3(VR)) may be developed
by a linear (instead of quadratic) VR reconstruction method, or HNS(P0P4+P0P3(VR) by a cubic VR reconstruction
method. In the former, the basis matrix used in the weak formulation may no longer be diagonal and the scheme will
be a mixed FV-DG scheme. Furthermore, if the primitive variables are used as a set of working variables in the weak
formulation, HNS-rDG schemes will be again mixed-FV-DG schemes. Such variants should be explored in future,
and compared with the schemes developed in this paper.

V. Implicit Solver
We discretize the pseudo time term by the first-order backward Euler scheme:

P−1M
V −Vm

∆τ
= R(ŴR

h ), (5.1)
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where ∆τ is a pseudo time step, and m is the previous pseudo time level, and solve the resulting global system of
residual equations for V by the following implicit method:

Vk+1 = Vk + ∆V, (5.2)

where k is the iteration counter, the correction ∆V is given as a solution to the linearized system:(
P−1M

∆τ
− ∂R

∂V

)
∆V = R(ŴR

h ), (5.3)

and R is the residual without the reconstruction:

R = R(Wh). (5.4)

The Jacobians for the inviscid HLLC and viscous upwind fluxes are computed exactly. However, the residual Jacobian
ignores the VR reconstructed part, and thus approximate for rDG schemes; the solver reduces to Newton’s method only
when the pseudo time step is taken as infinity and no reconstruction is performed. The linear system is relaxed by the
symmetric Gauss-Seidel relaxation scheme. In this study, only one symmetric Gauss-Seidel relaxation is performed
per iteration.

VI. Numerical Results
6.1. 2D Manufactured solution
We verify the HNS rDG schemes implemented in a 3D code by methods of manufactured solutions for 2D problems on
hexahedral, regular, irregular and highly distorted prismatic mesh. The second levels of each set of meshes are shown
in Figure 1. The following functions are made the exact solutions by introducing source terms into the Navier-Stokes
equations: 

ρ = cr0 + crs · sin(crx · x+ cry · y),
u = cu0 + cus · sin(cux · x+ cuy · y),
v = cv0 + cvs · sin(cvx · x+ cvy · y),

w = 0,
p = cp0 + cps · sin(cpx · x+ cpy · y),

(6.1)

A constant viscosity µ = ρinfvinfL/Re is used here for a verification purpose. The subscript denotes the free stream
values. The free stream state is taken as ρinf = cr0 and vinf = sqrt(cu02 + cv02) here. cr0, crs, crx, cry, cu0,
cus, cux, cuy, cv0, cvs, cvx, cvy, cp0, cps, cpx and cpy are all taken as constants to generate a smooth solution over
the domain. The Reynolds number is taken as 10 and 105. The artificial mass diffusion coefficient νρ is taken as h4,
where h =

√
1/nelem for 2D problem and Lr is taken as 1/2π.

The log of residual and L2 error norms are plotted in Figure 2 and Figure 3. From these two figures, we can see
that although the HNS(P0P1+P0) method will come to a steady solution when all the residuals drop to at least four
orders of magnitude, HNS(P0P3+P0P2(VR)) will come to a steady state after all the residuals drop at least to seven
orders of magnitude. From the comparison, we can see that the solution becomes steady after all the residuals drop to
the order of magnitude of the log of error. The mesh convergence is shown in Figure 4 and Figure 5. For viscous limit
when Re = 10, all the primitive variables and auxiliary variables converge to first, second and third order of accuracy
for HNS(P0P1+P0), HNS(P0P2+P0P1(VR)) and HNS(P0P3+P0P2(VR)), respectively. However, when it comes to
inviscid limit for Re = 105, the gradient variables still converge to first, second and third, but an over convergence
occurs for primitive variables as they converge to second-, third- and forth-order of accuracy for these three methods,
respectively.

Table 2 shows the number of iterations versus 1/h for Re = 10 on hexahedral mesh. The number of iterations
is taken at five, six, seven, orders of magnitude residual reductions for HNS(P0P1+P0), HNS(P0P2+P0P1(VR)), and
HNS(P0P3+P0P2(VR)), respectively. From the table, we can see that the iteration increases linearly with 1/h for all
the three schemes, demonstrating the convergence acceleration feature of the hyperbolic method; it increases quadrat-
ically for conventional viscous schemes in such a low-Reynolds-number problem.

6.2. Couette flow
Couette flow is a laminar viscous flow between two parallel plates. The bottom plate with a fixed temperature (T0)
is stationary, while the top plate with a fixed temperature (T1) is moving at a constant speed of U in the positive x-
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1/h P0P1+P0 P0P2+P0P1(VR) P0P3+P0P2(VR)
8 21 45 135
16 40 79 250
32 97 184 380
64 200 400 785

Table 2. Iteration numbers versus 1/h, Re=10.

direction. The distance between two plates is H . Under some simplifications with the costant µ and low speed to
ensure the nearly incompressible effects,the analytical solution is given [44] as

u =
U

H
z, w = 0, (6.2)

T = T0 +
z

H
+

z

H
(T1 − T0) +

Pr ∗ U2

2 ∗ Cp
z

H
(1− z

H
), (6.3)

p = constant, ρ =
p

RT
(6.4)

where Pr denotes the Prandtl number, R is the gas constant and Cp is the specific heat capacity for constant pressure.
In our numerical experiment, H = 2, T0 = 0.8 and T1 = 0.85. The Mach number for the moving wall is taken as
0.1. Reynold number is taken as 100 with a constant viscosity µ = 0.001. The computational domain is a rectangle
(0 ≤ x ≤ 2H , 0 ≤ z ≤ H). For this test case, take νr = 10−15. Weak Dirichlet boundary conditions are given
for all the boudary faces. Hexahedral, prismatic and hybrid mesh are used here with 5 successively refined grids.
The second level meshes of each type are shown in Figure 6. The mesh convergence is shown in Figure 7. Errors in
the temperature and its gradient in z direction converge at first-order for HNS(P0P1+P0) method. However, a super
convergence occurs when it comes to HNS(P0P2+P0P1(VR)) and HNS(P0P3+P0P2(VR)) methods, giving third- and
forth- order of accuracy for temperature and its graident in z direction.

VII. Conclusions
A new formulation of hyperbolic Navier-Stokes method, HNS20G, suitable to the reconstructed discontinuous

Galerkin framework has been developed. In this formulation, the hyperbolic viscous system is established by intro-
ducing the gradients of density, velocity and temperature as the additional variables. The high order derivatives of
the gradient variables are obtained by performing a variational reconstruction to avoid the redundant variables. Three
discretization schemes, HNS(P0P1+P0), HNS(P0P2+P0P1(VR)) and HNS(P0P3+P0P2(VR)), have been developed,
and the residual equations are solved by an implicit solver. The methods have been verified by the method of manufac-
tured solutions, and the designed orders of accuracy have bene confirmed for all the primitive variables and gradient
variables, including one-order higher-order of accuracy in the inviscid limit. In future work, other high-order variants
should be explored, the methods will be applied to more realistic three-dimensional flow test cases on arbitrary grids,
and extended to unsteady problems.
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Figure 1. Second level of each set of mesh used for manufactured solution
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Figure 2. Residual and L2 error versus iteration manufactured solution, Re = 10.
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Figure 3. Residual and L2 error versus iteration for manufactured solution, Re = 105.
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Figure 4. Mesh convergence for manufactured solution, Re = 10.
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Figure 5. Mesh convergence for manufactured solution, Re = 105.
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Figure 6. Second level hexahedral, prismatic and hybrid mesh for Couette flow
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Figure 7. Mesh convergence for Couette flow, Re = 100.
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