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Third-Order Inviscid and Second-Order Hyperbolic
Navier-Stokes Solvers for Three-Dimensional Unsteady
Inviscid and Viscous Flows

Yi Liu*and Hiroaki Nishikawa'
National Institute of Aerospace, Hampton, VA 23666

This paper presents third-order-inviscid implicit edge-based solvers for unsteady inviscid
and viscous flows on unstructured tetrahedral grids. Steady third-order-inviscid solvers re-
cently developed in NASA’s FUN3D code are extended to unsteady computations with implicit
time-stepping schemes. The physical time derivative is discretized by a backward-difference
formula, and incorporated into the third-order edge-base scheme as a source term. In the
third-order edge-based scheme, the source term needs to be discretized in space by a special
formula to preserve third-order accuracy. A very economical source discretization formula is
derived, and the resulting unsteady third-order unstructured-grid scheme is made completely
free from second derivative computations. Developed unsteady schemes are investigated and
compared for some representative test cases for unsteady inviscid and viscous flows.

I. Introduction

This paper reports extensions of third-order-inviscid edge-based schemes presented in Ref.[1] to unsteady
flow problems. In the previous paper, two types of third-order spatial discretizations were considered. One is
an inviscid third-order edge-based scheme with the P; continuous Galerkin viscous discretization. The other
is a second-order hyperbolic Navier-Stokes (HNS) scheme, which achieves third-order accuracy in the inviscid
terms by gradient variables used to form a hyperbolic viscous system. These schemes have been implemented
in NASA’s FUN3D code, and demonstrated for steady inviscid and viscous flow problems in Ref.[1]. They
are here extended to unsteady computations by implicit time-stepping with the backward-difference formulas
(BDF), where the physical time derivatives are incorporated as source terms and discretized in space. The
resulting unsteady residual equations are solved over each physical time step by the steady solver developed in
the previous work.

To extend the third-order edge-based scheme to unsteady problem, the physical time derivatives are dis-
cretized in time by BDF formulas and treated as source terms. These source terms need to be carefully discretized
in space in order to preserve third-order accuracy [2,3]: first- and second-order truncation errors must vanish
on irregular and regular grids, respectively. Two approaches exist for source term discretizations: an extended
Galerkin formula [2], and a divergence formulation of source terms [3]. The former, however, has been found to
provide third-order accuracy only in two dimensions. Also, the divergence formulation requires second deriva-
tives of source terms and introduces complications at boundary nodes. In order to generate a truly efficient
third-order scheme for unstructured tetrahedral grids, we have developed a special source term discretization
formula that does not require second derivatives at all, and also can be easily applied at boundary nodes. As
a result, the developed edge-based schemes achieve third-order accuracy on arbitrary tetrahedral grids without
computing nor storing second derivatives for both steady and unsteady computations. Third-order accuracy
will be verified for an inviscid test problem, and the third-order inviscid schemes will be tested for an unsteady
viscous flow over a cylinder.

The paper is organized as follows. Section II describes the governing equations. Sections III and IV describe
the temporal and spatial discretizations, respectively. Section V discusses a compatible source discretization,
and the derivation of new formulas. Section VI gives a brief description of the nonlinear solver used in the
numerical experiments. Section VII presents numerical results. Finally, Section VIII concludes the paper.
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II. Governing Equations

We consider governing equations of the form:
0;U + divF = S, (IL.1)

where t is the physical time, U is a solution vector, F' is a flux tensor, and S is a source term. For inviscid
flow problems, the governing equations are the Euler equations, U is a vector of conservative variables, F is
the inviscid flux tensor, and S = 0. For viscous flow problems, the governing equations are the Navier-Stokes
equations, where the flux tensor consists of the inviscid and viscous parts: F = F? + F?. In the hyperbolic
Navier-Stokes method, the governing system is the HNS20 system [4, 5], where U has extra variables (the
gradient variables) proportional to the gradients of the primitive variables but their physical time derivatives
are dropped from 9;U, and S contains source terms associated with the hyperbolic formulation. For the sake
of convenience, the governing system is written as

P '0,U +divF = S — 9,U, (11.2)

where 7 is a pseudo time. For the Euler equations, P is the identity matrix, and for the HNS20 system, P
is a diagonal matrix that scales the equations for the extra variables [4,5]. In implicit time-stepping schemes,
the flux balance, the source term, and the physical time derivatives are fully coupled in the discrete level. The
resulting global system of discrete equations is then solved for the pseudo steady state to advance the solution
over each physical time step.

It is emphasized again that 0, U contains only the physical time derivatives of the conservative variables;
components corresponding to the gradient variables are all zero. Hence, the HNS20 system is equivalent to the
Navier-Stokes equations at any instant of time ¢, provided 0, U = 0 or equivalently divF — S + 0;U = 0.

III. Temporal Discretization: Backward Difference Scheme

The physical time derivative is discretized in time by the BDF method:

U =aU+ Y o,y U" 7, (I11.1)
k=1

where n is a time level, U denotes the solution at the next time level n + 1, and the coefficients « and {a, }
can be easily derived by fitting a polynomial of degree m over m + 1 consecutive time steps [6]. In this work,
we consider m = 1,2, 3, i.e., the first-, second-, and third-order schemes, denoted respectively by BDF1, BDF2,
and BDF3 schemes. The BDF1 and BDF2 schemes are known to be unconditionally stable (A-stable), but the
BDF3 scheme is conditionally stable.

The BDF term is treated as a source term, and incorporated into the governing system as

P19, U +divF =S - G, (I11.2)
where
G=aU+) a, Uk, (I11.3)
k=1

Note, again, that the physical time derivatives are present only in the continuity, momentum, and energy
equations, and thus the components of G corresponding to the gradient variables are all zero in the HNS20
system.

IV. Spatial Discretization: Node-Centered Edge-Based Scheme

The governing system is discretized on a tetrahedral grid by the node-centered edge-based method:

dug;

Viego =P > @A —Li(S-G) |, (Iv.1)

ke{k;}
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Discretization Jacobian

Scheme Inviscid Viscous Inviscid ~ Viscous
Flux LSQ (p,v,p) Flux LSQ (r,g,q)

FUN3D Roe(2nd) : 2 Linear Galerkin(2nd) : 1 None Van Leer Exact

FUN3D-i3rd Roe(3rd) : 3 Quadratic Galerkin(2nd) : 1 None Van Leer Exact

HNS20 Roe(3rd) : 2 C-quadratic Upwind(2nd) : 2 Linear Van Leer Upwind

Table 1: Summary of discretizations and Jacobians. The number on the right side of each colon indicates the
level of neighbors contributing to the residual at a node: 1 = up to the neighbors, 2 = up to neighbors of the
neighbors, 3 = up to neighbors of the neighbors of the neighbors. Order of accuracy is indicated by 2nd and
3rd in the parentheses.

where P is the diagonal scaling matrix evaluated at a node j, £; denotes a source discretization operator, V; is
the measure of the dual control volume around the node j, {k;} is a set of neighbors of j, ® is a numerical flux,
and Ajj is the magnitude of the directed area vector, which is a sum of the dual-triangular faces associated with
all tetrahedral elements sharing the edge (see Figure 1). The numerical flux, which is defined as a sum of the
inviscid and viscous fluxes, is computed for a pair of solution values linearly reconstructed at the edge midpoint.
The linear reconstruction is performed by using solution gradients computed by a linear/quadratic LSQ fit for
second /third-order accuracy. The edge-based discretization is applicable to arbitrary three-dimensional grids,
but can be formally second- and third-order accurate only on tetrahedral grids [7,8]. In this work, we consider
only tetrahedral grids.

In the HNS method, the edge-based discretization is applied to both the inviscid and viscous terms. In this
work, we consider the improved version of HNS20-I [1], which is denoted by HNS20 in this paper. The HNS20
scheme employs compact quadratic LSQ gradients (c-quadratic) in the reconstruction for the primitive variables,
and thereby achieves third-order accuracy in the inviscid terms [1]. For conventional schemes, we consider the
default FUN3D inviscid scheme and the third-order inviscid scheme, which are designated as FUN3D and
FUN3D-i3rd, respectively. In both FUN3D and FUN3D-i3rd, the Galerkin discretization of the viscous terms,
which can be implemented as a loop over edges for tetrahedral grids, is added for viscous flow problems. These
discretizations are summarized in Table 1.

V. Source Term Discretization for Third-Order Accuracy

V.A. Compatibility Condition

For second-order accuracy, it suffices to discretize the source terms by the point quadrature:
Li(S-G)=(5; - G))V;. (V.1)

However, the point quadrature is not compatible with the third-order edge-based scheme [3]. As discussed in
Refs.[3,9], the edge-based scheme achieves third-order accuracy by a second-order truncation error containing
derivatives of the target equation. For a regular tetrahedral grid as shown in Figure 2, which is constructed by
dividing a hexahedral element into six tetrahedra, the truncation error of the inviscid terms is given by

2
7, =divF'— % (020 (AVF?) + 0y (divE?) + 0., (divF?) — O,y (divF") — 8,y (divF") + 0., (divE?) ] + O(h?),(V.2)
where h denotes the uniform spacing of the hexahedral grid from which the tetrahedral grid is derived. The
second-order error term vanishes because the exact solution satisfies divF? = 0, and it leads to 7; = O(h?).
This mechanism, often called the residual property and shared by other methods such as the residual-compact
method [10] and the residual-distribution method [11], implies that a careful discretization is necessary if other
terms such as source terms are present. If source terms are present in the target equation, then a special
quadrature formula is required for the source term to preserve third-order accuracy. The source terms S and G
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must be discretized in such a way that it yields the following second-order truncation error:

) h?
T,=divF' — S; + Gj—l—

5 [8mrj + 8yyrj+ azzl‘j— 8zyl'j — 8yzrj+ &mrj] + O(hs), (V3)

where
r; = divF' — S+ G. (V.4)

so that the second-order error vanishes for exact solutions satisfying divF? — S + G = 0. On irregular grids,
the truncation error will have a first-order error term. To achieve third-order accuracy on unstructured grids,
this first-order error must be eliminated. Therefore, source term discretization formulas need to satisfy two
conditions: the compatibility condition on regular grids and the elimination of first-order truncation errors.

In two dimensions, two techniques are available. One is an extended Galerkin formula [2], and the other
is a divergence formulation method for source terms [3]. These techniques, however, require computations
and storage of second derivatives of the source term. Although a particular divergence formulation requires
fewer second derivatives, it still takes substantial resources to compute and store second derivatives, especially
for three-dimensional unsteady applications. Moreover, in our study, the extended Galerkin formula [2] has
been found to work only in two dimensions, and does not provide third-order accuracy in three dimensions.
The divergence formulation approach can be easily extended to three dimensions, but it requires a careful
discretization at boundary nodes. In order to reduce the cost of unsteady computations and also simplify the
discretization at boundary nodes, we have developed a family of new source discretization formulas for three
dimensional grids. In particular, we have discovered a source discretization formula that does not require second
derivatives at all. This is a remarkable discovery since it makes the third-order edge-based scheme completely
free from expensive computations and storage of second derivatives. In the next section, we describe the new
approach and various economical formulas; a comprehensive study, including two dimensional formulas and
accuracy at boundary nodes, is presented in Ref.[12].

V.B. Accuracy-Preserving Source Term Quadrature Formulas

In this study, we only consider third-order accuracy in the inviscid terms, and therefore S from HNS method
is discretized by the point quadrature formula (V.1) and we focus on the discretization of G. We seek a general
accuracy-preserving source term quadrature in the form:

1
/ GdV =Y =(Gr+Gr)Vjs, (V.5)

v, 2

J ke{k;}
where
Ojk = Axjp - (0g,0y,0;) = (T — 4, Yk — Yj, 2k — 25) - (Oz, 0y, 02), (V.6)
1
Vie = E(ijk ‘njg), V;= Z Viks (V.7)
ke{k;}

G, = aLGj + bLajij + CLajszj, (VS)
Gr = arGp+ bRBjka + CRa?ka. (Vg)

Expanding Gy, 0. Gy, and 8jszk around the node j, and neglecting high-order terms, we obtain

Gr.+Gr ar +ag ar +br +br 2(bg +cr+cL) +ar
ke{k;} ke{k;}

Two conditions are obtained by consistency and elimination of the first-order error term:

ar +ar =2, ar+br+br=0. (V.11)
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Grid type ar, br, cr, aRr br CR

Regular Regular Tetrahedra 13/5 0 0 -3/5 0 0
Compact Arbitrary Tetrahedra 13/5 3/5 0 —-3/5 0 0
Economical(1)  Arbitrary Tetrahedra 1 -1/5 0 1 —4/5 0
One-sided Arbitrary Tetrahedra 2 0 -3/10 0 0 0
Symmetric Arbitrary Tetrahedra 1 -1/2 -3/20 1 -1/2 -3/20

Table 2: Summary of accuracy-preserving source term quadrature formulas in three dimensions. Top one is for
the regular grid, the next two do not require second derivatives of the source term; the bottom two require the
second derivatives. The value in the parenthesis indicates the chosen value of aj, to generate the formula from
the one-parameter family of formulas satisfying c;, = cg = 0.

Another condition comes from requiring that the quadratic error term yields compatible second-order error
terms on a regular tetrahedral grid. Expanding the source quadrature (V.5) on the regular grid, we find

2

1 G.+G 5h
- > %ij:Gj+%(2CL+2bR+2cR+aR)(amGj+anyj+aZZGj—axij—ayZG,-mej).(v.m)
T ke {k;}

The compatibility condition (V.3) requires

5 1
— (2CL + 2bg + 2cp + aR) = ——

36 5 (V.13)

or

3
aRp = —Q(bR +cr+cp)— 5 (V.14)

Therefore, the quadrature formula (V.5) achieves third-order accuracy on arbitrary tetrahedral grids if the
coeflicients satisfy the three conditions:

3
arp +ar =2, ar+bp+br=0, aR:_Q(bR+CR+CL)_S- (V.15)

These conditions form an underdetermined system for the unknowns: ar, b, ¢, ar, br, and cg, thus defining
a three-parameter family of accuracy preserving source discretization formulas.
For example, if we seek a symmetric formula with

ar =agr, br="0r, cL=cg, (V.16)
then
ap =ar=1, bp=br=—-=, cL=cp=——. (V.17)
A one-sided formula is obtained by imposing
ar =bg =cr =0, (V.18)

resulting in

3
10’

There exists a one-parameter family of economical formulas that do not require second derivatives, defined by

GLZQ, bLZO, C, = — aR:bR:cho. (Vlg)

C, = CR = 0. (VZO)

For example, if we choose ay, = 1, then

CLL:(IR:L bL:,, bR:f, CL:CRZO. (V21)
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These economical formulas bring a substantial saving in computational cost in three dimensions since there
is no need to compute and store nine (or six if symmetry is enforced) second derivatives in three dimensions.
Furthermore, a compact formula can be found by requiring no second derivatives at both nodes and no gradients
at the neighbor:

bR =C = CR = 0, (V.22)
which leads to
13 3 3
a:L_gv GR_—E, bL_g, br=cp =cr=0. (V.23)

This formula is closely related to a formula for regular grids. On regular grids, the second condition in Equation
(V.15) is redundant because the first-order error term identically vanishes on regular grids, and therefore we
can seek a formula with no derivatives at all by imposing

bLZbR:CL :CRZO, (V24)
which leads to
13 3
CLLZE, aR:—g, bL:bRZCL:CRZO. (V25)

Therefore, the compact formula (V.23) can be considered as a simple extension of this regular formula to
irregular grids. The derived formulas are summarized in Table 2.

The most efficient formula for unsteady computations would be the compact formula since it does not require
second derivatives nor the source gradients at the neighbor nodes, leading to a compact source discretization
depending only on the neighbors. To implement this, the gradient of G,

VG = aVU+ Y a, -y VU *1), (V.26)
k=1

needs to be computed and stored at each node. No extra computations are required since the solution gradients
are already available. However, FUN3D-i3rd needs to store the solution gradients at previous time steps. On
the other hand, recall that the vector G is nonzero only in the first five components in HNS20, and the gradient
variables are equivalent to the gradients of the primitive variables. Therefore, the gradient VU can be simply
replaced by the gradients variables, and thus HNS20 does not require additional work nor storage to evaluate
VG. As a result, FUN3D-i3rd and HNS20 have the same storage requirement in the back planes.

Finally, the residual is written as

dU; 1
Vi de =—P; Z D Ajk + §(GL + Ggr)Vir —S;V; |, (V.27)

ke{k;}

which guarantees the compatibility for the inviscid terms and the physical time derivative terms. In future, we
will apply a similar discretization to the source term S in order to achieve third-order accuracy for both the
inviscid and viscous terms.

VI. Nonlinear Solver

The discretization yields a global system of residual equations, which is solved by an implicit defect-correction
solver similar to the one described specifically for the HNS schemes in Ref.[5]. The linear relaxation is performed
by a multi-color Gauss-Seidel scheme available in FUN3D. The Jacobian matrix is constructed exactly for the
Galerkin viscous discretization, and approximately for others by the exact linearization of first-order-accurate
residuals. The inviscid Jacobian is constructed by the derivative of Van Leer’s flux vector splitting scheme
for the inviscid terms. The Jacobian consists of 5x5 blocks for FUN3D and FUN3D-i3rd, and 20x20 blocks
for HNS20. The Jacobian is updated based on an efficient algorithm available in FUN3D, which automatically
adjusts the Jacobian-update-frequency based on residual reduction. The pseudo time step is defined locally with
CFL= 200 for all cases unless otherwise stated. The sub-iteration over each physical time step is terminated by
the error control module in FUN3D [6], with a specified maximum number of iterations, which is set to be 50.
The tolerance is set as one order of magnitude reduction in an estimated error.
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VII. Numerical Results

VII.A. Inviscid Moving Vortex

Third-order inviscid accuracy has been verified with the inviscid vortex problem, which is widely used
for accuracy verification studies (see, e.g., Ref.[13]). The solution is two-dimensional, but we consider a 3D
rectangular domain (x,y, z) € [—20,20] X [0, Ymaz] X [—10,10] while the v-velocity, i.e., the velocity component
in the y-direction, is set to be zero.

First, a series of regular tetrahedral meshes have been generated with three layers in y-direction: 241x3x121
nodes (Ymaz = 4.0), 321x3x161 nodes (Ymaz = 3.0), 641x3%x321 nodes (Ymaz = 1.5), 961x3x481 nodes
(Ymaz = 1.0). The coarsest grid is shown in Figure 3. Boundary conditions are the inflow at z = —20.0, the
back-pressure condition at x = 20.0, a far-field characteristic condition at z = —10 and z = 10, and a periodic
condition for the planes at y = 0 and y = Ymar. This is a pure inviscid problem, but we use Navier-Stokes
solvers with M., = 0.5 and Res, = 10%, where Re., is based on the unit grid-length. The solution is advanced
in time by BDF3 with At = 0.02; BDF1 and BDF2 are used at the first and second time levels, respectively.

The accuracy of the algorithm is examined with the error convergence results at ¢ = 10 as shown in Figure 4.
As expected, FUN3D gives second-order accuracy for all variables, especially when the grid is refined enough.
FUN3D-i3rd and HNS20 successfully yield third-order accuracy, verifying the new source term quadrature
formula for regular tetrahedral meshes. We have found that the viscosity for the artificial hyperbolic diffusion
in the continuity equation as defined by v, = Vy,ip [1], where V,,,;, is the minimum control volume in a given
grid, is not small enough for the grids used here, so that the errors in the density can be quite large although
the order of error convergence is third-order as designed (see Figure 5). To avoid larger errors, we modify v, as
follows:

v, =min (107°, Viyin) (VIL1)

so that v, will never be larger than 107°. This formula has been found to work well for this test problem as
shown in Figure 4(b). However, it is not optimal nor general in any sense, and remains a subject for future
study.

In order to check the error propagation for second-order and third-order methods, we take the regular mesh of
641x321x3 with the inflow and outflow boundaries changed to periodic boundaries so that the vortex can travel
at a long distance. The vortex is started at + = —10 moving along z = 0 line. With the vortex moving velocity
of 0.5, it takes a time of 80 to finish one cycle. Three time-step snapshots have been taken for comparison, which
are t = 10, 400(= 5 cycles) and 800(=10 cycles). The pressure contours at each time step, as well as the pressure
and z-velocity distribution data at a slice through the center of vortex (z = 0 line), have been compared between
FUN3D and FUN3D-i3rd. At ¢t = 10, as shown in Figures 6 and 7, the vortex just moved a distance of 5, and
there is no much difference between FUN3D and FUN3D-i3rd. However at ¢ = 400 after 5 cycles, the pressure
contours and the sliced data have shown some difference between these two methods as shown in Figures 8 and
9. The vortex has moved away from the center line along the mesh bias direction for FUN3D as shown in 8(a),
whereas the FUN3D-i3rd simulation still keeps the vortex moving accurately along the center line. Also, the
vortex location predicted by FUN3D is behind the exact location of x = —10 at ¢ = 400 as shown in Figure
9(a), while the vortex location predicted by FUN3D-i3rd is still accurate. Moreover, the dispersive error at the
high velocity gradient area is also much larger for FUN3D than FUN3D-i3rd as shown in Figure 9(b). A similar
trend can be seen at ¢t = 800 after 10 cycles, as shown in Figures 10 and 11. The dispersive error in FUN3D gets
larger while FUN3D-i3rd seems free from such dispersive errors. These results are expected from the fact that
leading truncation errors are dispersive for second-order schemes, and dissipative for third-order schemes. The
dissipative error of the predicted pressure and w-velocity is only slightly improved by FUN3D-i3rd apparently
because the leading dissipative-truncation error is fourth order for both FUN3D and FUN3D-i3rd.

Next a series of perturbed irregular meshes has been generated. These meshes have the same size and
dimension as the regular mesh, but each boundary plane is randomly triangulated. The coarsest grid is shown
in Figure 12. The error convergence results for the irregular meshes at t=10 are shown in Figure 13. As expected,
FUN3D gives second-order accuracy for all variables. FUN3D-i3rd and HNS20 successfully yield third-order
accuracy, verifying that the new source term quadrature formula works for irregular mesh too.

VII.B. Unsteady Viscous Flow Past a Cylinder

We consider a laminar flow over a cylinder with M., = 0.2 and Re,, = 150. The Reynolds number is defined
based on the diameter of the cylinder, D. This is a widely used test case for the Navier-Stoke equations (see,
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e.g., Refs.[14,15,16]), and it is known to generate periodic vortex shedding and forces. The domain is 3D, and
the grid is composed of irregular tetrahedra with 401 nodes on the cylinder surface and 201 nodes in the radial
direction to the outer boundary (see Figure 14). The first off-the-wall node is located at the distance of 0.0001D
from the surface. The outer boundary is located at the distance of 100D. The viscous wall condition and the
free stream condition are applied to the inner and outer boundaries, respectively. The solution is advanced in
time with At = 0.02, up to the final time ¢ = 400 (i.e., 20,000 time steps). BDF2 is used as the time integration
scheme since BDF3 is not stable for this case at At = 0.02.

Figure 15 shows the pressure contours at ¢ = 400. The irregular behavior of the pressure contours produced
by the FUN3D scheme is eliminated by the third-order inviscid schemes, FUN3D-i3rd and HNS20. A similar
observation can be made for the vorticity magnitude contours as shown in Figure 16. These results show that
the third-order-inviscid improvements reported for steady problems in Ref.[1] carry over to unsteady problems.

Figure 17 shows the sub-iteration history and the time-history of the drag coefficient. As shown in Figure
17(a), the HNS20 scheme achieves the tolerance in 6 sub-iterations on average, whereas the FUN3D and FUN3D-
i3rd schemes experience a slow-down and take 30-50 sub-iterations to meet the tolerance. Figure 17(b) shows the
time-history of the drag coefficient. All schemes generate a periodic behavior as expected, with slight differences
in the magnitude.

VIII. Conclusions

In this paper, third-order edge-based schemes have been developed for unsteady problems. The physical time
derivatives are discretized by the backward difference formulas in time, and incorporated into the third-order
schemes as source terms. The time-derivative source terms are then discretized in space to preserve third-
order accuracy by a new source term quadrature formula. The new formula does not require computations nor
storage of second derivatives. As a result, third-order unstructured-grid schemes, which do not require second
derivatives at all, have been developed. These schemes are constructed with two different approaches. One is
to apply the third-order edge-bases scheme to the inviscid terms with a quadratic LSQ fit with the Galerkin
viscous scheme for the viscous terms. The other is to employ the hyperbolic Navier-Stokes method, where the
solution gradients are taken as additional variables, and used in the solution reconstruction to achieve third-
order accuracy in the inviscid terms. In the former, the solution gradients need to be stored at previous time
levels to implement the spatial discretization of the time derivatives. In the latter, additional storage for the
solution gradients are not needed since they are already stored as additional variables. Numerical experiments
are presented to verify third-order accuracy, and demonstrate advantages of the third-order edge-based schemes
for unsteady problems. Future work includes further verification studies, efficient implementations, alternative
time integration schemes, and applications to high-Reynolds-number unsteady turbulent flows.
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(a) Dual face contributions from an adjacent tetrahedral (b) Total dual face at the edge [j, k].
element to the edge [j, k].

Figure 1: Dual face contribution at the edge [j, k]. A numerical flux is evaluated at the midpoint of the edge
m, indicated by an open circle. The centroid of the tetrahedral element is denoted by ¢, and the centroids of

the two adjacent triangles are denoted by ¢y, and cg.
YJj__
X

Figure 2: Regular tetrahedral grid.
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Figure 3: Regular tetrahedra grid for

(a) Tetrahedral grid.
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(b) Regular local tetrahedral mesh.

the inviscid moving vortex calculated by Navier-Stokes solvers with

o -FUN3D
«p -FUN3D
o} p -FUN3D-i3rd
- p -FUN3D-i3rd
p -HNS2(0)
p -HNS20
— S lope 2
= =Slope 3

-0.5 (

Login(heff)

(b) Density and Pressure.

Figure 4: Accuracy verification results for the inviscid moving vortex problem for regular grid.
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Figure 5: The errors for density and pressure for regular grid with large v, for HNS20 .
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Figure 6: Pressure contours of the moving vortex at t=10.
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Figure 7: Slice data along z=0 line of the moving vortex at t=10.
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Figure 8: Pressure contours of the moving vortex at t=400.
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Figure 9: Slice data along z=0 line of the moving vortex at t=400.
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Figure 10: Pressure contours of the moving vortex at t=800.
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Figure 11: Slice data along z=0 line of the moving vortex at t=800.

(a) Tetrahedral grid. (b) Irregular local tetrahedral mesh.

Figure 12: Irregular tetrahedra grid for the inviscid moving vortex calculated by Navier-Stokes solvers with

Reo, = 106,
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Figure 13: Accuracy verification results for

(a) 3D grid.
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(b) Density and Pressure.

the inviscid moving vortex problem for irregular grid.
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(b) Near-field view.

Figure 14: Irregular tetrahedral grid for laminar cylinder.
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(a) FUN3D.

(b) FUN3D-i3rd.

(c) HNS20.

Figure 15: Pressure contours over the cylinder.
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(a) FUN3D. (b) FUN3D-i3rd.

(c) HNS20.

Figure 16: Vorticity magnitude contours over the cylinder.
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(a) Sub-iteration histories. (b) Drag coefficient histories.

Figure 17: Time histories of sub-iteration and drag coefficient.
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