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Abstract

In this paper, we unify advection and diffusion into a single hyperbolic system by extending the first-
order system approach introduced for the diffusion equation in [J. Comput. Phys., 227 (2007) 315-352] to
the advection-diffusion equation. Specifically, we construct a unified hyperbolic advection-diffusion system
by expressing the diffusion term as a first-order hyperbolic system and simply adding the advection term
to it. Naturally then, we develop upwind schemes for this entire system; there is thus no need to develop
two different schemes, i.e., advection and diffusion schemes. We show that numerical schemes constructed in
this way can be automatically uniformly accurate, allow O(h) time step, and compute the solution gradients
(viscous stresses/heat fluxes for the Navier-Stokes equations) simultaneously to the same order of accuracy as
the main variable, for all Reynolds numbers. We present numerical results for boundary-layer type problems
on non-uniform grids in one dimension and irregular triangular grids in two dimensions to demonstrate
various remarkable advantages of the proposed approach. In particular, we show that the schemes solving
the first-order advection-diffusion system give a tremendous speed-up in CPU time over traditional scalar
schemes despite the additional cost of carrying extra variables and solving equations for them. We conclude
the paper with discussions on further developments to come.

Key words: advection-diffusion; hyperbolic system; fast convergence; O(h) time step; cell Reynolds number;
boundary layer; unstructured grids

1 Introduction

In this paper, we unify advection and diffusion into a single hyperbolic system by extending the first-order
system approach introduced for the diffusion equation in [1] to the advection-diffusion equation. We show
that advection and diffusion terms can be very naturally integrated into a single hyperbolic system, and that
numerical schemes constructed for the hyperbolic system will have remarkable advantages, including O(h) time
step, uniform accuracy, accurate solution gradients for all Reynolds numbers. There is no need to develop two
different schemes, i.e., advection and diffusion schemes, for the advection-diffusion equation.

1.1 First-Order System Approach for Diffusion

In the first-order system approach [1], we compute a steady state solution of the diffusion equation,

ut = νuxx, (1.1)

where ν > 0, by integrating in time the following first-order hyperbolic diffusion system:

ut = ν px,
pt = (ux − p)/Tr,

(1.2)

where p is a variable that approaches the solution gradient at the time scale of Tr(>0). This system is known as
a system of hyperbolic heat equations [2, 3, 4]; it is equivalent to the diffusion equation (1.1) in the limit, Tr → 0
(so that p relaxes to ux rapidly and p → ux at any instant of time). Tr is often called the relaxation time. There
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have been many attempts to develop numerical methods for such relaxation systems [2, 5, 6, 7, 8], often with
a particular focus on the stiff source term: an explicit time step, ∆t = O(Tr) → 0, is prohibitively restricted
due to the extremely small relaxation time; an implicit treatment of the stiff source term could degrade the
solution accuracy [9]. Our first-order system approach is different from these relaxation methods in that we
use the first-order diffusion system specifically for computing a steady state solution of the diffusion equation
(1.1). The key idea is that the first-order hyperbolic diffusion system (1.2) is equivalent to the original diffusion
equation in the steady state for arbitrary Tr. Hence, Tr does not have to be small; the stiffness is not an issue
for steady state computations. The system is hyperbolic, having the eigenvalues,

−
√

ν

Tr
,

√
ν

Tr
, (1.3)

which are real for any positive Tr. Hence, we simply apply an advection scheme and march in time until
the solution stops changing, with Tr chosen specifically for accelerating the convergence towards the steady
state. We have shown in [1] that numerical schemes derived from this approach allow O(h) time step (instead
of O(h2) time step which is typical to diffusion schemes) and converge very rapidly towards a steady state,
simultaneously computing the solution gradient to the same order of accuracy as the main variable. We now
extend the first-order system approach to the advection-diffusion equation.

1.2 Unification of Advection and Diffusion

Consider the advection-diffusion equation,

ut + a ux = ν uxx, (1.4)

where a > 0 and ν > 0. This equation is typically viewed as a sum of advection and diffusion, and numerical
schemes are generally constructed by adding a diffusion scheme to an advection scheme. However, in some
cases, such a simple construction is known to destroy the formal accuracy of the two schemes, resulting in a
lower order scheme; it requires a very careful tuning of the balance between the two schemes of different nature
[10, 11, 12, 13]. In this paper, we avoid this problem by solving the following first-order advection-diffusion
system:

ut + aux = ν px,
pt = (ux − p)/Tr,

(1.5)

which is obtained simply by adding the advection term to the hyperbolic diffusion system (1.2). The system,
of course, remains hyperbolic; it has now the following eigenvalues,

1
2

[
a −

√
a2 +

4ν

Tr

]
,

1
2

[
a +

√
a2 +

4ν

Tr

]
. (1.6)

It is striking that the balance between advection and diffusion is automatically embedded in a single hyperbolic
system as it manifests itself in the expression of the eigenvalues. We have just unified advection and diffusion,
in the differential level, into a single hyperbolic system. Naturally, we then simply consider developing upwind
schemes for the entire advection-diffusion system; it is no longer necessary to develop advection and diffusion
schemes separately and carefully combine them. Numerical schemes constructed in this way will have, for
example, the following advantages over traditional schemes:

• Rapid convergence towards a steady state with O(h) time step for all Reynolds numbers.

• Uniform accuracy over all Reynolds numbers.

• Solution gradients can be computed simultaneously to the equal order of accuracy as the main variable.

We emphasize that these are direct consequences of solving the first-order hyperbolic differential system, not
specific to a particular discretization method. Any numerical schemes which discretize the first-order advection-
diffusion system consistently, accurately, and stably are expected to have these advantages. In this paper, we
demonstrate these features in one and two dimensions by a representative discretization method on non-uniform
grids.
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1.3 Outline

In the next section, we begin by analyzing the one-dimensional first-order advection-diffusion system. In partic-
ular, we show that the time scale, Tr, and the associated length scale, Lr, can be determined in the differential
level by optimizing the system for a fast convergence towards a steady state. Having defined the first-order
advection-diffusion system completely in the differential level, we discuss the O(h) time step property and its
implication on the number of iterations and the CPU time to reach a steady state. Next, we construct a com-
pact second-order upwind scheme for the first-order advection-diffusion system. The accuracy of the scheme
is discussed in relation to the positivity of the scheme in the steady state. We also show that the scheme can
be implemented in the form of a finite-volume scheme. In Section 3, we extend the one-dimensional analysis
to two dimensions, and develop a multidimensional upwind scheme for unstructured triangular grids. In Sec-
tion 4, we present numerical results to demonstrate remarkable advantages of the proposed method, for both
one-dimensional and two-dimensional boundary-layer type problems, including fully irregular triangular grids.
Finally, in Section 5, we discuss further developments to come.

2 One Dimension

2.1 First-Order Advection-Diffusion System

Consider the one-dimensional advection-diffusion problem,

ut + aux = ν uxx in Ω = (0, 1), (2.1)

where u(0) and u(1) are given as boundary conditions, a is a positive advection speed, and ν is a positive
diffusion coefficient. To compute the steady state solution to this problem, we propose to solve instead the
following first-order system,

Ut + AUx = Q, (2.2)

where

U =
[

u
p

]
, A =

[
a −ν

−1/Tr 0

]
, Q =

[
0

−p/Tr

]
, (2.3)

where Tr is a free parameter. This system is hyperbolic since A has real eigenvalues,

λ1 =
a

2

[
1 −

√
1 +

4ν

a2Tr

]
, λ2 =

a

2

[
1 +

√
1 +

4ν

a2Tr

]
, (2.4)

and linearly independent right-eigenvectors which are written in the matrix form as

R =

 −λ1Tr −λ2Tr

1 1

 . (2.5)

It is easy to show (simply by setting the time derivatives to be zero) that this system is equivalent to the
advection-diffusion equation (2.1) in the steady state for arbitrary Tr. In [1], for pure diffusion problems, we
defined Tr such that the entire right hand side of the system proportional to ν, thereby making the transient
behavior of the solution independent of ν. Here, we take a more general approach. We define Tr as the ratio
of a length scale, denoted by Lr, to the characteristic wave speed of the system, thus equalizing the relaxation
time scale and the characteristic time scale to enhance the convergence towards the steady state. That is, we
set

Tr =
Lr

λ2
=

Lr

a
2

[
1 +

√
1 + 4ν

a2Tr

] , (2.6)

where λ2 has been chosen (instead of λ1) to keep the speed positive in both advection and diffusion limits.
Solving this equation for Tr, we obtain

Tr =
Lr

a + ν/Lr
. (2.7)
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Figure 1: A typical wave structure for the hyperbolic advection-diffusion system in a Rie-
mann problem. The dotted line indicates a reference pure advection wave (the advection
limit of the right-moving wave).

In the diffusion limit (a → 0), this reduces precisely to the form of Tr defined in [1]: Tr = L2
r/ν. It follows from

this that the characteristic speed in the diffusion limit, denoted by ad, can be expressed as

ad ≡ ±
√

ν

Tr
= ± ν

Lr
. (2.8)

We now substitute (2.7) back into the eigenvalues (2.4) to find

λ1 = − a

ReLr

, λ2 = a

(
1 +

1
ReLr

)
, (2.9)

where we have introduced the Reynolds number associated with Lr,

ReLr ≡ aLr

ν
. (2.10)

Observe that as ReLr → 0, the eigenvalues reduce to the diffusion characteristic speeds (2.8), while as ReLr →
∞, they approach 0 and a, implying scalar advection. In fact, the Reynolds number, ReLr

, is exactly the ratio
of the pure advection speed to the diffusion speed:

ReLr =
aLr

ν
=

a

ν/Lr
=

a

|ad|
. (2.11)

This is the key dimensionless parameter in the first-order advection-diffusion system that describes the balance
between advection and diffusion. The right-eigenvector matrix (2.5) can now be simplified and written in terms
of ReLr :

R =

 Lr

ReLr + 1
−Lr

1 1

 . (2.12)

The corresponding left-eigenvector matrix is given by

L = R−1 =
1
Lr

ReLr + 1
ReLr

+ 2


1 Lr

−1
Lr

ReLr + 1

 . (2.13)

It is insightful to look at a wave structure in a Riemann problem; a typical wave structure is shown in
Figure 1. Generally, two waves are created at the interface: left-moving and right-moving waves corresponding
to the wave speeds given by (2.9). In the advection limit, the left-moving wave approaches the t-axis while
the right-moving wave becomes the pure advection wave (the dotted line). In the diffusion limit, the left- and
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right-moving waves form a symmetric wave structure with the same wave speed of opposite sign. Note that
right-moving wave is always faster than the pure advection wave while the left-moving wave is always slower
than the pure advection wave.

We gain further insight by considering the decomposition of A:

A = RΛL = λ1Π1 + λ2Π2, (2.14)

where

Λ =
[

λ1 0
0 λ2

]
, (2.15)

Π1 = r1`1 =


1

ReLr + 2
Lr

ReLr + 2

ReLr + 1
ReLr + 2

1
Lr

ReLr + 1
ReLr + 2

 , (2.16)

Π2 = r2`2 =


ReLr + 1
ReLr + 2

−Lr

ReLr + 2

−ReLr + 1
ReLr + 2

1
Lr

1
ReLr + 2

 , (2.17)

and rk and `k are the k-th column of R (k-th right-eigenvector) and the k-th row of L (k-th left-eigenvector)
respectively. The matrices, Π1 and Π2, are the projection matrices which project the system (or a solution
change) onto the corresponding subspaces: the left-running and right-running waves, respectively. Naturally,
they have the following properties:

Π1Π1 = Π1, Π2Π2 = Π2, Π1Π2 = 0. (2.18)

It is interesting that these projection matrices can be expressed as, for both i = 1 and 2,

Πi =
ReLr

ReLr + 2
ΠA

i +
2

ReLr + 2
ΠD

i , (2.19)

where ΠA
i and ΠD

i are the projection matrices in the advection and diffusion limits:

ΠA
i = lim

ReLr→∞
Πi, ΠD

i = lim
ReLr→0

Πi. (2.20)

This means that each subspace is a linear combination of its own limits: pure advection and diffusion. This
suggests that we may construct an advection-diffusion scheme by combining a pure advection scheme and a pure
diffusion scheme by using the weights as in (2.19). This type of construction may be useful in applications to
more complex equations, and will be investigated in future. Here, we do not consider such a construction. We
rather consider developing a scheme for the entire advection-diffusion system (2.2); such a linear combination
emerges as a result.

The time scale Tr has now been clearly determined; it is the length scale Lr that is a free parameter. We
determine Lr in the next section such that the first-order advection-diffusion system is made further suited for
steady state computations.

2.2 Length Scale Lr

In the previous study [1], for pure diffusion problems, the length scale Lr was chosen to optimize a given
numerical scheme in terms of error damping or propagation. Here, we consider determining Lr in the differential
level, i.e., solely based on the character of the first-order advection-diffusion system. Specifically, we shall choose
Lr to minimize a measure of the stiffness of the system, thereby reaching the steady state as quickly as possible.
Consider a Fourier mode of phase angle (or nondimensional wave number) β ∈ [0, π],

Uβ = eiβx/hU0, (2.21)
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Figure 2: Plot of the optimal Lr (2.30). Ladv
r =

1
π

and Ldiff
r =

1√
2π

are the limiting

values.

where Uβ = (uβ , pβ), i =
√
−1, U0 = (u0, p0), and h may be considered as a mesh size of a computational grid,

so that the Fourier mode can be taken as a discrete mode on the computational grid with the smoothest mode
given by β = πh. Inserting this into the advection-diffusion system (2.2), we obtain

dUβ

dt
= MUβ , (2.22)

where

M =

 − iaβ

h

iνβ

h
iβ

hTr
− 1

Tr

 . (2.23)

The eigenvalues of this matrix are given by

λM
1,2 = −1

2

( 1
Tr

+
iaβ

h

)
±

√(
1
Tr

− iaβ

h

)2

− 4νβ2

h2Tr

 . (2.24)

If these are complex conjugate, the system will be perfectly conditioned because they will have the same
propagation speed (magnitude of the imaginary part) and damping factor (the real part). For the diffusion
system, this is possible, but not for the advection-diffusion system since we have in the advection limit (ν → 0)

λM
1,2 → − iaβ

h
, − 1

Tr
, (2.25)

which are pure imaginary and pure real. To deal with this mixed case, borrowing the idea from local precondi-
tioning techniques [14, 15], we consider equalizing the magnitude of the eigenvalues:

|λM
1 |

|λM
2 |

= 1, (2.26)
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Figure 3: The condition number, K = |λM
1 |/|λM

2 |, versus log10Reπ: solid - optimal Lr

(2.30), dashed - Lr =
1
π

.

i.e., equalize the combined effect of propagation and damping. Solving this for Tr, we find two solutions: negative
and positive. The positive solution is given by

Tr = − ν

a2
+

1
a

√(ν

a

)2

+
(

h

β

)2

. (2.27)

We then set β = πh to enforce the condition (2.26) for the most persistent (smoothest) error mode,

Tr = − ν

a2
+

1
a

√(ν

a

)2

+
1
π2

. (2.28)

Now, equating this with (2.7) and solving for Lr, we again find two solutions:

Lr =
1
2

−(ν

a

)
+

√(ν

a

)2

+
(

1
π

)2

±

√√√√−2
(ν

a

)2

+
(

1
π

)2

+ 2
(ν

a

)√(ν

a

)2

+
(

1
π

)2

 . (2.29)

The positive solution can be written as

Lr =
1
2π

[
Reπ√

1 + Re2
π + 1

+

√
1 +

2√
1 + Re2

π + 1

]
, (2.30)

where

Reπ ≡ a(1/π)
ν

. (2.31)

This is the length scale that yields the perfect conditioning for the entire range of the Reynolds number, Reπ.
Figure 2 shows a plot of the optimal Lr versus Reπ. We observe that the variation of Lr is confined within a
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narrow region, approximately 0.01 ≤ Reπ ≤ 10. Figure 3 shows the condition number, K = |λM
1 |/|λM

2 |, for the
optimal formula (2.30) in comparison with a constant value, Lr = 1

π , which is the optimal value in the advection
limit. Clearly, the optimal formula yields the perfect conditioning of K = 1 while the other choice introduces
non-optimal conditioning over the intermediate region. But we also see that this non-optimal Lr results in the
perfect conditioning in the diffusion limit (as well as in the advection limit). This is because the optimal Lr is
not unique in the diffusion limit: the eigenvalues become complex conjugate for small Reπ and Lr > 1

2π (which
includes both choices above), and thus we have |λM

1 | = |λM
2 |.

The first-order advection-diffusion system has now completely defined in the differential level, independently
of discretization methods.

2.3 O(h) Time Step

Simply because the first-order advection-diffusion system is hyperbolic, the time step for any explicit scheme is
restricted based on the CFL condition:

∆t = CFL
hmin

a + ν/Lr
, (2.32)

where CFL is the CFL number (≤ 1, typically), hmin is the minimum mesh size for a given mesh, and a + ν/Lr

is the maximum wave speed of the first-order advection-diffusion system (2.2). This shows, since Lr = O(1) as
in (2.30), that the time step is proportional to the mesh size (not squared) for all Reynolds numbers. Note that
this O(h) time step is a direct consequence of solving the hyperbolic advection-diffusion system, not a property
of a particular numerical scheme. Any explicit scheme, e.g., finite-volume or finite-element schemes, developed
for the hyperbolic advection-diffusion system will allow this remarkably large time step. Compare this with the
well-known time step restriction for common scalar schemes (e.g., central or upwind schemes, (2.62) or (2.66),
augmented with the forward Euler time-stepping):

∆t = CFL
hmin

a + 2ν/hmin
. (2.33)

This is O(h2) in general, unless advection dominates everywhere in the domain (i.e., it depends on Reynolds
numbers). This is a very severe restriction; it is one of the motivations for employing implicit schemes. For
example, when h = 10−7 which may be required to resolve a boundary layer, O(h2) time step gives a time step
of O(10−14), which is almost machine zero. O(h) time step, on the other hand, gives a time step of O(10−7),
which is substantially larger.

To see an impact of the size of time steps on the number of iterations (total time steps) to reach a steady
state, suppose that the steady state is reached at t = tf with nf iterations:

tf = nf ∆t, (2.34)

and thus

nf =
tf
∆t

. (2.35)

The time tf may somewhat depend on the equations solved: the first-order system or the diffusion equation
(the solution follows different transient physics). However, in each case, it is constant for a given problem and
initial solution, and more importantly it is independent of the time step and the grid size. Hence, we write

nf = O

(
1

∆t

)
. (2.36)

Now, since h ∝ 1/N where N is the number of unknowns, we obtain

nf =

{
O(N) for ∆t = O(h),

O(N2) for ∆t = O(h2).
(2.37)

Therefore, the number of iterations is proportional to the number of unknowns (not squared) with O(h) time
step. This means that O(h) time step gives O(N) times faster convergence than O(h2) time step; the factor

8



Preprint accepted for publication in Journal of Computational Physics, 2009-11

One dimension Two dimensions Three dimensions

Time Step O(h) O(h2) O(h) O(h2) O(h) O(h2)

nf O(N) O(N2) O(N
1
2 ) O(N) O(N

1
3 ) O(N

2
3 )

CPU O(N2) O(N3) O(N
3
2 ) O(N2) O(N

4
3 ) O(N

5
3 )

Table 1: Complexity comparisons of O(h) and O(h2) time steps. In all dimensions, O(h) time step gives faster
convergence in both the iteration number and the CPU time: O(1/h) times faster. The factor grows with the
problem size.

grows substantially with the problem size. This is a tremendous advantage of O(h) time step over O(h2)
time step. We point out that this type of convergence with ∆t = O(h) is not observed in general by stationary
iterative methods (i.e., those which use only the solution or the residual at the previous iteration) for traditional
diffusion schemes, such as the Jacobi, the Gauss-Seidel, or the successive over-relaxation(SOR). These well-
known methods all correspond to O(h2) time-step schemes.

The above argument can be immediately translated into the CPU time. Each iteration requires O(N)
operations: residual computations and solution updates. Therefore, the CPU time required to reach the steady
state, denoted by CPU, is estimated by

CPU = nf × O(N) =

{
O(N2) for ∆t = O(h),

O(N3) for ∆t = O(h2).
(2.38)

Hence, O(h) time step gives O(N) speed-up also in actual computing time. Note again that the speed-up factor
is not a constant but grows with the problem size: the finer the grid, the faster the convergence in both the
iteration number and the CPU time. We point out here that compared with traditional scalar schemes for
the advection-diffusion equation, the first-order system approach requires system schemes which involve more
operations per iteration. However, it does not affect the above estimates because it only introduces a constant
factor. Even if an O(h) time-step scheme requires 10 times more operations per degree of freedom, it will
be O(N/10) faster in one dimension than traditional schemes, which can be quite substantial for large scale
problems, N � 10. In effect, the extra cost of carrying gradient variables and their equations in the first-order
system approach is overwhelmed by the speed-up factor for large N .

Note that O(h) time step extends straightforwardly to two and three dimensions simply because the first-
order advection-diffusion system is hyperbolic for all dimensions. Noting that h ∝ 1/N

1
2 in two dimensions and

h ∝ 1/N
1
3 in three dimensions, we obtain similar results as summarized in Table 1. We see from Table 1 that,

as we would naturally expect, O(h) time step gives O(1/h) times faster convergence over O(h2) time step in
both the iteration number and the CPU time in all dimensions: N,N1/2, N1/3 times faster in one, two, and
three dimensions respectively.

It is possible to translate the above estimates further into relations between the solution error and the CPU
time. Assume that a scheme is p-th order accurate (p ≥ 1), so that the solution error, E , measured in some
norm of interest is given by

E = O(hp). (2.39)

In one dimension, we have O(hp) = O(N−p), and therefore it follows from (2.38) that

E = O(N−p) =

{
O(CPU−p/2) for ∆t = O(h),

O(CPU−p/3) for ∆t = O(h2).
(2.40)

Note that the exponent to CPU is smaller (i.e., larger in magnitude) for O(h) time-step. It means that schemes
with O(h) time-step give a smaller solution error for a fixed CPU time. We can also express (2.40) conversely

9
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One dimension Two dimensions Three dimensions

Time Step O(h) O(h2) O(h) O(h2) O(h) O(h2)

CPU O(E−2/p) O(E−3/p) O(E−3/p) O(E−4/p) O(E−4/p) O(E−5/p)

E O(CPU−p/2) O(CPU−p/3) O(CPU−p/3) O(CPU−p/4) O(CPU−p/4) O(CPU−p/5)

Table 2: Relations between CPU time and solution error.

as

CPU =

{
O(E−2/p) for ∆t = O(h),

O(E−3/p) for ∆t = O(h2),
(2.41)

meaning that it takes less CPU time for O(h) time-step schemes to produce a solution at a specified error level.
Including results for two and three dimensions, these estimates are summarized in Table 2.

If implicit time-stepping schemes are employed to drive the solution to the steady state, the CFL number
can be infinitely large in principle for both O(h) and O(h2) time-steps. The steady solution is then obtained by
solving a linear system arising from the linearization of the residual, i.e., inversion of a global N × N Jacobian
matrix. The size of the Jacobian matrix is larger for O(h) time-step schemes based on the first-order advection-
diffusion system by the number of the gradient variables (1 in 1D, 2 in 2D, 3 in 3D). However, the benefit
of O(h) time-step comes in the condition number of the Jacobian matrix: O(N) for O(h) time-step schemes
against O(N2) for O(h2) time-step schemes; iterative methods will converge much faster for O(h) time-step
schemes. Another benefit is expected in the construction of the Jacobian matrix. Especially for unstructured
grids, the exact linearization may not be practical because of an extended stencil required for discretizing the
second derivative of diffusion. Often, an approximate Jacobian matrix is employed instead, and consequently
the CFL number cannot be infinite although could still be larger than 1. On the other hand, there are no second
derivatives in the first-order advection-diffusion system. Hence, it can be discretized within a compact stencil
(as shown in this paper), and the construction of the exact Jacobian matrix can be made easier. It should be
noted also that O(h) time-step schemes can produce accurate solution gradients simultaneously. Detailed study
on implicit schemes is a subject of future work.

2.4 Discretization

To discretize the first-order advection-diffusion system, we employ the residual-distribution method: nodal
solutions and cell-residuals. The method is known to achieve a design accuracy in the steady state with
a compact stencil (involving the neighbor nodes only) on irregular meshes for equations with source terms
[1, 16, 17]. These properties are particularly attractive for our purpose because we are interested only in the
steady state; the first-order advection-diffusion system has a source term; non-uniform meshes are required to
efficiently resolve boundary layers. It is, of course, possible to employ other methods such as finite-volume or
finite-element methods. Many properties of the scheme we are going to develop here are direct consequences of
solving the first-order advection-diffusion system, and therefore, can be shared by other methods. In fact, the
scheme we construct here can be viewed, as will be shown later, as a finite-volume scheme. In any case, it will
be a compact three-point difference scheme, involving only the nearest neighbors at every data point.

We begin by generating a set of nodes, {J}, with coordinates, xj , distributed arbitrarily over the domain of
interest. With the solution stored at each node, (uj , pj), j ∈ {J}, and two boundary conditions given for u,
the task is to compute the steady state solution: {uj} at the interior nodes and {pj} at all nodes. Note, as in
the pure diffusion case [1] that the number of unknowns will be exactly equal to the number of cell-residuals:
all the cell-residuals can be driven to zero exactly in the steady state, thus implying the existence of a unique
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x

Figure 4: Distribution of cell-residuals in one dimension.

solution set. We remark that this is not true for scalar residual-distribution schemes (or any cell-vertex type
schemes) that directly solve (2.1), resulting in a discrete problem overdetermined by one extra cell-residual.

To begin residual-distribution, we first define the cell-residual, ΦC , as an integral value of the spatial part
of the system over the cell, C = [xj , xj+1],

ΦC =

[
ΦC

1

ΦC
2

]
=

∫ xj+1

xj

(−AUx + Q) dx

= −A∆UC + Q
C

hC

= −A (Uj+1 − Uj) +
(
wC

j Qj + wC
j+1Qj+1

)
hC

=

[
−a(uj+1 − uj) + ν(pj+1 − pj)

(uj+1 − uj)/Tr − (wC
j+1pj+1 + wC

j pj)hC/Tr

]
, (2.42)

where hC = xj+1 − xj , and (wC
j , wC

j+1) is a set of quadrature weights that satisfy, within the cell,

wC
j + wC

j+1 = 1. (2.43)

The choice of the weights is left open at this point; it will be discussed in the next subsection. Second, we
distribute the cell-residual to the nodes, j and j + 1, by using the upwind distribution matrix (see [1]):

BC
j =

1
2

R

 (1 − λ1
|λ1|

)
0

0
(
1 − λ2

|λ2|

) R−1, (2.44)

BC
j+1 =

1
2

R

 (1 + λ1
|λ1|

)
0

0
(
1 + λ2

|λ2|

) R−1. (2.45)

Each matrix projects the residual onto characteristic subspaces, and distributes the projected residuals to the left
or the right according to the sign of the characteristic speed. Under the assumption that a > 0, it immediately
follows from (2.9) that λ1 < 0 and λ2 > 0. Then, the distribution matrices can be simplified to

BC
j =

1
ReLr + 2

 1 Lr

ReLr + 1
Lr

1 + ReLr

 , (2.46)

BC
j+1 =

1
ReLr + 2

 1 + ReLr −Lr

−ReLr + 1
Lr

1

 , (2.47)

After completing the distribution step within all elements, we arrive at the following semi-discrete equation,

h̃j
dUj

dt
=
[
BL

j ΦL + BR
j ΦR

]
, (2.48)

11
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where L and R denote the cells on the left and right of the node j respectively, and h̃j is the measure of the
dual control volume around the node j defined by

h̃j =
hL + hR

2
, (2.49)

(see Figure 4). Finally, we integrate the semi-discrete equation in time towards the steady state. In this study,
we employ the forward Euler time stepping:

h̃j

Un+1
j − Un

j

∆t
=
[
BL

j ΦL + BR
j ΦR

]
, (2.50)

where the right hand side is evaluated at the time level n. The time step is restricted by the CFL condition
(2.32); it is O(h) for all Reynolds numbers. This is a fully-discrete explicit upwind residual-distribution scheme
for the first-order advection-diffusion system. Note that this scheme is a three-point compact difference scheme
because it involves only the two neighbor cells (hence two neighbor nodes).

It is instructive to expand (2.50) and look at the limiting behaviors of each component:

un+1
j = un

j +
∆t

h̃j

[
(ReLr + 1)ΦL

1 + ΦR
1

ReLr + 2
+

Lr

ReLr + 2
(ΦR

2 − ΦL
2 )
]

, (2.51)

pn+1
j = pn

j +
∆t

h̃j

[
ΦL

2 + (ReLr + 1)ΦR
2

ReLr + 2
+

ReLr + 1
Lr(ReLr + 2)

(ΦR
1 − ΦL

1 )
]

. (2.52)

In the advection limit, ReLr → ∞ (ν → 0), these reduce to

un+1
j = un

j +
∆t

h̃j

ΦL
1

= un
j − a∆t

h̃j

(un
j − un

j−1), (2.53)

pn+1
j = pn

j +
∆t

h̃j

[
ΦR

2 +
1
Lr

(ΦR
1 − ΦL

1 )
]

= pn
j +

a∆t

h̃jLr

[
(un

j − un
j−1) − (wR

j pn
j + wR

j+1p
n
j+1)h

R
]
. (2.54)

Naturally, we have a scalar upwind scheme for uj . For pj , the scheme will be fully upwind by taking wR
j = 1

and wR
j+1 = 0. We discuss these quadrature weights in the next subsection in relation to numerical oscillations.

On the other hand, in the diffusion limit, ReLr → 0 (a → 0), we have

un+1
j = un

j +
∆t

h̃j

[
1
2
(
ΦL

1 + ΦR
1

)
+

Lr

2
(ΦR

2 − ΦL
2 )
]

, (2.55)

pn+1
j = pn

j +
∆t

h̃j

[
1
2
(
ΦL

2 + ΦR
2

)
+

1
2Lr

(ΦR
1 − ΦL

1 )
]

. (2.56)

These are central schemes (with appropriate dissipation terms which vanish in the steady state) suitable for
diffusion problems. Note that these central schemes have emerged as a result of applying upwind schemes for
the two wave-like components traveling in the opposite directions at the same speed [1]. It is remarkable that
the scalar upwind scheme for advection and the central scheme for diffusion have been integrated automatically,
simply by applying a single upwind scheme for the entire first-order advection-diffusion system. In particular,
no considerations on any Reynolds number effects was necessary. The scheme adjusts itself to respond to the
balance between advection and diffusion. Again, this is due to the unification of advection and diffusion in the
differential level. Any schemes developed for the entire first-order advection-diffusion system will have a similar
property.

12
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To see how the upwind and central schemes are combined into one, note first that the distribution matrices
(2.46) and (2.47) are the projection matrices, (2.16) and (2.17):

BC
j = Π1, BC

j+1 = Π2, (2.57)

and recall that each projection matrix can be written as a linear combination of its advection and diffusion
limits, i.e., (2.19). Then, we can express the distribution matrices as

BC
j = Π1 =

ReLr

ReLr + 2
ΠA

1 +
2

ReLr + 2
ΠD

1

=
ReLr

ReLr + 2

 0 0

1
Lr

1

+
2

ReLr + 2


1
2

Lr

2

1
2Lr

1
2

 , (2.58)

BC
j+1 = Π2 =

ReLr

ReLr + 2
ΠA

2 +
2

ReLr + 2
ΠD

2

=
ReLr

ReLr + 2

 1 0

− 1
Lr

0

+
2

ReLr + 2


1
2

−Lr

2

− 1
2Lr

1
2

 . (2.59)

This shows that each of the upwind distribution matrices, BC
j and BC

j+1, can be thought of as a weighted average
of an upwind distribution matrix for advection and another upwind distribution matrix for diffusion.

2.5 Source Term Discretization and Cell Reynolds Number

It is important to note that the upwind distribution does not guarantee monotone solutions in the steady state.
To see this, suppose we employ the trapezoidal rule to discretize the source term in (2.42):

wC
j = wC

j+1 =
1
2
, (2.60)

which ensures second-order accuracy of the cell-residual, ΦC . Also, recall that all cell-residuals vanish in the
steady state, i.e.,

ΦL = ΦR = 0, (2.61)

for the left and right cells of all j ∈ {J}. Then, we find from this pair of vanishing cell-residuals with h = hL = hR

that the steady state solution satisfies

a
uj+1 − uj−1

2h
= ν

uj+1 − 2uj + uj−1

h2
, (2.62)

and the same for pj . This can be written as

uj =
1
2

(
1 − Reh

2

)
uj+1 +

1
2

(
1 +

Reh

2

)
uj−1, (2.63)

where Reh is the cell Reynolds number defined by

Reh ≡ ah

ν
. (2.64)

This is nothing but the classical central-difference approximation to the steady advection-diffusion equation; it
is prone to spurious oscillations because the coefficient for uj+1 goes negative when Reh > 2. Note that this is
derived from the cell-residuals only, and has nothing to do with the distribution matrix. To avoid oscillations,
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therefore, we must modify the cell-residuals such that they correspond to an upwind discretization in the steady
state. This is possible through the source term, and in fact, a one-sided evaluation of the source term,

wC
j = 1, wC

j+1 = 0, (2.65)

leads to the classical upwind discretization of the steady equation:

a
uj − uj−1

h
= ν

uj+1 − 2uj + uj−1

h2
, (2.66)

i.e.,

uj =
Reh + 1
Reh + 2

uj+1 +
1

Reh + 2
uj−1, (2.67)

and the same for pj . Observe that all coefficients are now positive for all Reh. The accuracy of the cell-residual,
however, deteriorates to first-order for this choice.

To achieve second-order accuracy without oscillations, we must construct a grid such that Reh ≤ 2 is
satisfied. This requires extremely fine grids for advection-dominated flows; it can be too restrictive. In regions
where a solution is nearly uniform, the condition may be violated without introducing serious oscillations. In
practice, therefore, it generally suffices to satisfy Reh ≤ 2 in high-gradient regions, e.g., boundary layers. We
may also employ the above quadratures locally in an adaptive manner: one-sided for Reh > 2; the trapezoidal
rule for Reh ≤ 2, depending on the local mesh size. In order to suppress oscillations completely while keeping
the second-order accuracy, we need to incorporate non-oscillatory schemes. This is a subject of future work.

2.6 Accuracy

Expand smooth functions u and p around a node j, and substitute them into the semi-discrete equation (2.48)
to get

dUj

dt
=

1

h̃j

(
BR

j hR + BL
j hL

)
(−AUx + Q) +

1

2h̃j

{
BR

j (hR)2 − BL
j (hL)2

}
(−AUx + Q)x

+
1

h̃j

[
BR

j

(
wR

j − 1
2

)
(hR)2 − BL

j

(
wL

j − 1
2

)
(hL)2

]
Qx + O(h2). (2.68)

If the smooth functions are exact steady solutions of the first-order system, the time derivative as well as the
spatial terms on the right vanish, and we are left with the terms on the second line, which is the local truncation
error, T E ,

T E =
1

h̃j

[
BR

j

(
wR

j − 1
2

)
(hR)2 − BL

j

(
wL

j − 1
2

)
(hL)2

]
Qx + O(h2). (2.69)

If the trapezoidal rule is used to discretize the source term on both cells, the leading term will vanish and the
second-order accuracy is obtained in the steady state. But if the one-sided quadrature is used in either cell, it
remains finite and the accuracy reduces to first-order. Alternatively, we may deduce the accuracy of the scheme
from the residual property: second-order accurate with the trapezoidal rule because the residual (2.42) then
vanishes for exact linear solutions; first-order accurate with the one-sided quadrature because the residual (2.42)
vanishes only for exact constant solutions. This is a general result that is true for arbitrary grids.

2.7 Finite-Volume Form

It is well known that an upwind residual-distribution scheme is equivalent to a flux-difference splitting finite-
volume scheme in one dimension (see [18] for example). Our scheme is not an exception. We now show that
our scheme can be written as a finite-volume scheme. First, we express the products of the distribution matrix
and A as

BC
j A = Π1A = Π1 (λ1Π1 + λ2Π2) = λ1Π1 =

1
2

(A − |A|) , (2.70)

BC
j+1A = Π2A = Π2 (λ1Π1 + λ2Π2) = λ2Π2 =

1
2

(A + |A|) , (2.71)
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where

|A| ≡ R |Λ|L = |λ1|Π1 + |λ2|Π2. (2.72)

Using these relations, we can expand and rewrite the semi-discrete scheme (2.48) as

h̃j
dUj

dt
= BL

j ΦL + BR
j ΦR

= −1
2

(A + |A|) ∆UL + Π2Q
L
hL − 1

2
(A − |A|) ∆UR + Π1Q

R
hR

= −1
2
(
fj+1 − fj − |A|∆UR

)
+ Π1Q

R
hR +

1
2
(
−fj + fj−1 − |A|∆UL

)
+ Π2Q

L
hL

= −1
2
(
fj + fj+1 − |A|∆UR

)
+

1
2
(
fj + fj−1 − |A|∆UL

)
+ Π2Q

L
hL + Π1Q

R
hR, (2.73)

where

fj = AUj =

[
auj − νpj

−uj/Tr

]
. (2.74)

Therefore, our scheme is a finite-volume scheme:

h̃j
dUj

dt
= −

[
Fj+1/2 − Fj−1/2

]
+ Q̃j , (2.75)

where

Fj+1/2 =
1
2
(
fj + fj+1 − |A|∆UR

)
, (2.76)

Fj−1/2 =
1
2
(
fj−1 + fj − |A|∆UL

)
, (2.77)

Q̃j = Π1Q
R
hR + Π2Q

L
hL. (2.78)

This apparently first-order finite-volume scheme is second-order accurate in the steady state provided the trape-
zoidal rule is used within each cell for Q

L
and Q

R
, as shown in Section 2.6. In effect, the particular source term

discretization (2.78) makes it possible to achieve second-order accuracy in the steady state without reconstruct-
ing the solution. It is important to note, however, that the above argument is valid only for interior nodes, and
appropriate boundary fluxes must be supplied on the boundary nodes if it is implemented as a finite-volume
scheme. On the other hand, no special boundary treatment is necessary for the residual-distribution scheme
because the boundary flux is already incorporated in the cell-residual over the cell adjacent to the boundary.
In effect, we simply ignore in (2.50) the left cell-residual at the left boundary point and the right cell-residual
at the right boundary point.

3 Two Dimensions

We now consider two-dimensional problems. As we shall see, many remarkable properties of the one-dimensional
numerical scheme will directly carry over to two dimensions, and again they directly come from solving the first-
order advection-diffusion system, i.e., independently of discretization methods. Here, we construct a compact
multidimensional upwind scheme by using the residual-distribution method on fully irregular triangular grids.

For structured grids, the one-dimensional scheme can be applied as a finite-difference scheme or a finite-
volume scheme by decomposing the two-dimensional equation into dimension by dimension one-dimensional
equations. This can be done in a straightforward manner (see [17, 19, 20] for example). We point out also that a
finite-volume scheme can be developed in a similar manner for unstructured grids by applying a one-dimensional
flux function normal to each cell face. Applications to other discretization methods will be undertaken in future,
in relation to extensions to more complicated problems.
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3.1 First-Order Advection-Diffusion System

We consider the two-dimensional advection-diffusion problem,

ut + aux + buy = ν (uxx + uyy) in Ω = (0, 1) × (0, 1), (3.1)

where u is given on the boundary, a and b are constants (not necessarily positive), and ν > 0. To compute the
steady state solution to this problem, we solve the following equivalent first-order system:

ut + aux + buy = ν (px + qy),

pt = (ux − p)/Tr,

qt = (uy − q)/Tr,

(3.2)

where p and q are the gradient variables which will be equivalent to the solution gradients, ux and uy, respectively,
in the steady state. As in one dimension, this system is equivalent to the original advection-diffusion equation
only in the steady state, and it is again hyperbolic. In the vector form, the system (3.2) is written as

Ut + AUx + BUy = Q, (3.3)

where

U =


u

p

q

 , A =


a −ν 0

−1/Tr 0 0

0 0 0

 , B =


b 0 −ν

0 0 0

−1/Tr 0 0

 , Q =


0

−p/Tr

−q/Tr

 . (3.4)

Consider the Jacobian matrix An for an arbitrary vector n = (nx, ny),

An = Anx + Bny =


an −νnx −νny

−nx/Tr 0 0

−ny/Tr 0 0

 , (3.5)

where an is the advection velocity projected onto n:

an = anx + bny. (3.6)

It is easy to show that it has a set of real eigenvalues,

λ1 =
1
2

[
an −

√
a2

n +
4ν

Tr

]
, λ2 =

1
2

[
an +

√
a2

n +
4ν

Tr

]
, λ3 = 0, (3.7)

with linearly independent right-eigenvectors,

Rn =

 −λ1Tr −λ2Tr 0

nx nx −ny

ny ny nx

 . (3.8)

The system is therefore hyperbolic. The first two eigenvalues are essentially the same as the one-dimensional
counterparts except that they are now based on the projected velocity, an. The third eigenvalue, λ3, is associated
with the inconsistency damping mode which damps out any inconsistency (nonzero qx − py) that may be
contained in an initial solution but must vanish at a steady state. See [1] for details.

On the boundary, since u is given, we can specify the gradient variables in the direction along the boundary:
p at y = 0 or y = 1, and q at x = 0 or x = 1. Elsewhere, the gradient variables (the normal gradients) will be
computed by a numerical scheme. For problems with the Neumann boundary condition, the gradient variables
can be directly specified on the boundary. In effect, the Neumann condition turns into the Dirichlet condition
in the first-order system approach.
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To determine the time scale, Tr, we proceed as in one dimension: we set

Tr =
Lr

λ2
, (3.9)

and solve it for Tr to get

Tr =
Lr

|an| + ν/Lr
, (3.10)

where we have replaced an by |an| to keep Tr positive. We then substitute this back into the eigenvalues and
find

λ1 = a−
n

(
1 − 1

Re−Lr

)
, λ2 = a+

n

(
1 +

1
Re+

Lr

)
, λ3 = 0, (3.11)

where

Re−Lr
=

a−
n Lr

ν
, Re+

Lr
=

a+
n Lr

ν
, (3.12)

a+
n = max(0, an), a−

n = min(0, an). (3.13)

The right eigenvector matrix (3.8) can now be written as

Rn =


Lr

Re+
Lr

+ 1
Lr

Re−Lr
− 1

0

nx nx −ny

ny ny nx

 . (3.14)

The corresponding left eigenvector matrix is given by

Ln = R−1
n =

1
|ReLr | + 2


|ReLr | + 1

Lr
(1 + Re+

Lr
)nx (1 + Re+

Lr
)ny

−|ReLr | + 1
Lr

(1 − Re−Lr
)nx (1 − Re−Lr

)ny

0 −ny nx

 , (3.15)

where

|ReLr
| =

|an|Lr

ν
. (3.16)

As in one dimension, the Jacobian matrix, An, can be decomposed as follows:

An = λ1Π1,n + λ2Π2,n, (3.17)

where the projection matrices, Π1,n and Π2,n are given by

Π1,n =
1

|ReLr | + 2



1 − Re−Lr
Lrnx Lrny

|ReLr | + 1
Lr

nx

(
1 + Re+

Lr

)
n2

x

(
1 + Re+

Lr

)
nxny

|ReLr | + 1
Lr

ny

(
1 + Re+

Lr

)
nxny

(
1 + Re+

Lr

)
n2

y


, (3.18)

Π2,n =
1

|ReLr | + 2



1 + Re+
Lr

−Lrnx −Lrny

−|ReLr | + 1
Lr

nx

(
1 − Re−Lr

)
n2

x

(
1 − Re−Lr

)
nxny

−|ReLr | + 1
Lr

ny

(
1 − Re−Lr

)
nxny

(
1 − Re−Lr

)
n2

y


. (3.19)

It can be easily verified that these projection matrices can be written as a linear combination of its advection
and diffusion limits, exactly as in the one-dimensional case, in the form of (2.19).
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3.2 Length Scale Lr

To determine the length scale, Lr, we again proceed as in one dimension and attempt to optimize the condition
number of the system. In so doing, since the third component, i.e., the inconsistency damping mode, has
no wave-like character (the source term is essential to describe its behavior), we focus on the two wave-like
components. Substitute the Fourier mode, of phase angle β = (βx, βy) with βx, βy ∈ [0, π]:

Uβ = ei(βxx/h+βyy/h)U0. (3.20)

Inserting this into the advection-diffusion system (3.2), we get

dUβ

dt
= MUβ , (3.21)

where

M =


i
aβx + bβy

h
ν

iβx

h
ν

iβy

h
iβx

hTr
− 1

Tr
0

iβy

hTr
0 − 1

Tr

 . (3.22)

The eigenvalues of this matrix are given by

λM
1,2 = −1

2

( 1
Tr

+
iβaβ

h

)
±

√(
1
Tr

− iβaβ

h

)2

− 4νβ2

h2Tr

 , λM
3 = −1/Tr, (3.23)

where

aβ =
aβx + bβy

β
, (3.24)

β =
√

β2
x + β2

y . (3.25)

The first two eigenvalues, which we focus on, are essentially the same as the one-dimensional eigenvalues (2.24).
Therefore, the analysis in Section 2.2 directly applies to these two eigenvalues, and the optimal formula (2.30)
derived for the one-dimensional system can be considered as optimal also in two dimensions, with

Reπ =
√

a2 + b2(1/π)
ν

. (3.26)

The two-dimensional advection-diffusion system (3.2) has now been completely defined. We are ready to dis-
cretize the system. As discussed in Section 2.3, we expect to have O(h) time step for any discretization methods
also in two dimensions.

3.3 Discretization on Unstructured Triangular Grids

We consider discretizing the two-dimensional advection-diffusion system (3.3) on unstructured triangular grids.
We begin by dividing the domain into a set of triangles {T} and a set of nodes {J}, and store the solution at
each node, (uj , pj), j ∈ {J}. Now, the task is to compute the steady state solution: {uj} at the interior nodes
and {pj , qj} at all nodes except for the boundary nodes on which they can be computed from u given on the
boundary.

To discretize the first-order advection-diffusion system on the triangular grid, we employ the residual-
distribution method. We first define the cell-residual over a cell T (see Figure 5) as

ΦT =


ΦT

u

ΦT
p

ΦT
q

 =
∫

T

(−AUx − BUy + Q) dxdy. (3.27)
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Assuming a piecewise linear variation of U over the cell, we obtain

ΦT = −
3∑

i=1

KiUi + QT ST , (3.28)

where

Ki =
1
2

(A,B) · ni, QT =
Q1 + Q2 + Q3

3
, (3.29)

ni = (nix , niy ) is the scaled inward normal (see Figure 6), and ST is the cell area. The source term has been
discretized to ensure the exactness for linear functions, and the derivatives, Ux and Uy, are evaluated by the
Green-Gauss integration over the cell which is also exact for linear functions. We remark here that in the
definition of the cell-residual above, we set

Tr =
Lr

|a| + ν/Lr
, (3.30)

where |a| =
√

a2 + b2, so that Tr is constant within the cell. This is to ensure the residual property on the
equations, ux − p and uy − q; no updates will be sent to the nodal solutions if these equations are satisfied
exactly over the cell in the integral sense. We now distribute the cell-residual to the nodes by a distribution
matrix, BT

i :

BT
i ΦT , (3.31)

(see Figure 5) where the distribution matrix is required to satisfy

3∑
i=1

BT
i = I, (3.32)

for conservation. In this work, we employ the matrix LDA scheme [21, 22], which is an upwind scheme defined
by

BT
i = K+

i

(
3∑

i=1

K+
i

)−1

, (3.33)
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where

K+
i =

1
2
RniΛ

+
ni

R−1
ni

=
1
2
Rni

 0 0 0

0 a+
ni

(1 + 1/Re+
Lr

)|ni| 0

0 0 0

R−1
ni

=
1
2
a+

ni

(
1 +

1
Re+

Lr

)
|ni|Π2,ni , (3.34)

and all quantities with the subscript, ni, are evaluated by the unit vector ni/|ni|. Note that we do not use
(3.30) in computing the distribution matrix to properly account for the characteristics of the hyperbolic system,
and that Re+

Lr
is not a cell-wise constant but depends on the scaled inward normal vector ni. After performing

the distribution step all over the cells, we have the following semi-discrete equation at each node:

dUj

dt
=

1
Sj

∑
T∈{Tj}

BT
j ΦT , (3.35)

where {Tj} denotes a set of triangles that share the node j and Sj is the median dual cell area (see Figure 6).
This is then integrated in time by the forward Euler time stepping to reach the steady state. The time step is
defined by

∆t = CFL
2Sj∑

T∈{T}

max
i∈{iT }

a+
ni

(
1 + 1/Re+

Lr

)
|ni|

, (3.36)

where CFL ≤ 1, which is O(h) since Sj = O(h2) and |ni| = O(h).
Accuracy of residual-distribution schemes is obtained in the steady state, and generally determined by the

exactness of the cell-residuals: p-th order accurate if the cell-residual is exact for polynomials of degree p − 1
(see [16, 23]). For the LDA scheme above, the solution is expected to be second-order accurate since the cell-
residuals are designed to vanish for linear exact solutions. However, the accuracy of the gradient variables is
not generally second-order. As demonstrated for diffusion problems in previous studies, it is second-order for
smooth grids [1] but first-order on irregular grids [24]. This is because the cell-residuals are not designed to be
exact for linear gradients, i.e, quadratic solutions. Consider the cell-residuals for the equations for p and q:

ΦT
p =

1
Tr

∫
T

(ux − p) dxdy =
1
Tr

(
1
2

3∑
i=1

uinix − pT ST

)
, (3.37)

ΦT
q =

1
Tr

∫
T

(uy − q) dxdy =
1
Tr

(
1
2

3∑
i=1

uiniy − qT ST

)
. (3.38)

The first term in each residual is the Green-Gauss evaluation of the solution derivative; this is exact only for
linear solutions, i.e., constant gradients. Therefore, although the source term has been designed to be exact for
linear gradients, the whole cell-residuals cannot be exact for linear gradients (quadratic solutions). Consequently,
the scheme is expected to be only first-order accurate for p and q in general although it recovers second-order
accuracy for smooth grids [1]. To achieve second-order accuracy for the gradient variables on arbitrary grids,
we need to improve the accuracy of the Green-Gauss term such that it will be exact for quadratic solutions.
This can be achieved by the high-order curvature correction approach [24, 25, 26, 27, 28, 29]:

ΦT
p =

1
Tr

(
1
2

3∑
i=1

(ui + δi)nix − pT ST

)
, (3.39)

ΦT
q =

1
Tr

(
1
2

3∑
i=1

(ui + δi)niy − qT ST

)
, (3.40)

where δi is the high-order curvature correction term given by

δi = −1
6

(∆pi∆xi + ∆qi∆yi) , (3.41)

where ∆pi denotes the difference of the nodal values of p taken counterclockwise along the edge opposite to the
node i (e.g., ∆p1 = p2 − p3), and similarly for others. This corresponds to using, instead of the Green-Gauss
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Figure 7: Quadrature weights given by (3.44) in the case of two upwind nodes.
In actual implementation, we set b = 0 for the integration of p while a = 0 for
the integration of q.

integration, the Simpson’s rule along each edge with midpoint values reconstructed by the Hermite interpolation
(see [24]). These ‘corrected’ residuals are now exact for quadratic solution, u, and thus exact for linear gradients,
p and q, ensuring the second-order accuracy of the gradient variables. Note that the correction term does not
require any explicit gradient reconstruction (which was required in [24, 25, 26, 27, 28, 29]) since we now carry
the gradients as unknowns and they are directly available at nodes. The scheme thus remains compact; this is
a great advantage of the first-order system approach.

We remark that it is possible to make the same high-order correction also to the advection term to devise
a third-order scheme for u. However, we do not consider such a scheme here because it is special for scalar
equations and does not extend in general to systems of equations. For general systems, p and q are diffusive
fluxes, not necessarily the solution derivatives. We also point out that we expect third-order accuracy in the
solution, u, in the diffusion limit. This is because the cell-residual for the advection-diffusion equation will be
dominated by the diffusion term which is exact for linear gradients, meaning exact for quadratic solution.

The source term quadrature in (3.29) has been chosen to ensure second-order accuracy, but it may produce
oscillatory solutions for high-Reynolds-number cases. An upwind quadrature is required for monotonicity. One
possible formula is the following:

pT = wT
1 p1 + wT

2 p2 + wT
3 p3, (3.42)

qT = wT
1 q1 + wT

2 q2 + wT
3 q3, (3.43)

where

wT
i =

k−
i

3∑
m=1

k−
m

, i = 1, 2, 3, (3.44)

k−
i = min(0, ki), ki =

1
2
(a, b) · ni, (3.45)

and we set b = 0 for pT while a = 0 for qT . It is easy to see that we have k−
i = 1 if the node i is the only upwind

node. If there are two upwind nodes, k−
i gives a fraction of the triangle defined by the other two nodes and the

intersection point of the line along (a, b) passing through the downwind node to the area of the triangle, T (see
Figure 7). In either case, the quadrature weights for the nodes in the downwind side will be effectively set to
be zero. This gives monotone solutions, but the accuracy reduces to first-order. Again, to suppress oscillations
completely while retaining second-order accuracy, we need to incorporate non-oscillatory schemes. This will be
explored in future.
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4 Results

4.1 One-Dimensional Problem

We consider the following problem:

ut + aux = ν uxx + q(x) in Ω = (0, 1), (4.1)

with u(0) = 0 and u(1) = 1, where

q(x) =
π

Re
[a cos(πx) + πν sin(πx)] , (4.2)

and Re = a/ν. The source term has been introduced to make the steady state solution non-trivial in the
diffusion limit. The exact steady state solution is given by

uexact(x) =
exp(−Re) − exp(xRe − Re)

exp(−Re) − 1
+

1
Re

sin(πx). (4.3)

This is a smooth sine curve in the diffusion limit, but develops a narrow boundary layer near x = 1 when
advection dominates (see Figure 8).

We compute the steady state solution to this problem, by solving the equivalent first-order system:

ut + aux = ν px + q(x),

pt = (ux − p)/Tr,
(4.4)
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log10 Re
Number of Iterations

33 nodes 65 nodes 129 nodes 257 nodes
−3.0 2976 7368 14685 29170
−2.0 2979 7376 14700 29199
−1.5 2986 7393 14735 29270
−1.0 3010 7449 14847 29497
−0.5 3086 7629 15218 30244

0.0 3349 8186 16491 32869
0.5 3175 7926 17277 38081
1.0 3999 7735 15428 35747
1.5 3062 7180 15389 32277
2.0 3214 6458 13962 29518
3.0 3286 6877 14355 29893

Table 3: The number of iterations for the upwind advection-diffusion scheme with the optimal Lr (2.30) in one
dimension.

log10 Re
Number of Iterations

33 nodes 65 nodes 129 nodes 257 nodes
−3.0 3680 8825 17697 41274
−2.0 3688 8842 17730 41351
−1.5 3705 8882 17810 41536
−1.0 3761 9008 20978 42120
−0.5 3935 9401 21836 43947

0.0 4373 9000 21356 43014
0.5 3791 7713 18945 38766
1.0 4006 7574 16570 36420
1.5 3071 7197 15422 32344
2.0 3215 6460 13967 29528
3.0 3286 6877 14355 29893

Table 4: The number of iterations for the upwind advection-diffusion scheme with Lr = 1/π in one dimension.

with the upwind advection-diffusion system scheme developed in Section 2.4. For the length scale, Lr, we use
the optimal length scale in (2.30) and also Lr = 1/π for comparison. The source term in the first equation does
not affect the monotonicity of the steady solution (unlike the one in the second equation as discussed in Section
2.5), and therefore it is evaluated by the trapezoidal rule over each cell to ensure the second-order accuracy
and added to the cell-residual. We start from the initial solution, (u, p) = (x2, 2x), and integrate in time until
convergence by the forward Euler method. The method is taken to be converged when the nodal residuals are
reduced five orders of magnitude in the L1 norm. The time step is taken as global with CFL = 0.99. We
conducted numerical experiments with non-uniform grids with the number of nodes, N = 33, 65, 129, 257. Each
grid was generated from a uniform grid by the following mapping:

xi =
1 − exp(−αξi)
1 − exp(−α)

, (4.5)

where ξi = (i − 1)/(N − 1), i = 1, 2, 3, . . . , N , and α = 4.5 for all grids (see Figure 8 for an example). In this
study, we set a = 1 and determine ν for a given Reynolds number. Results were obtained for a wide range of
the Reynolds numbers: Re = 10k, where k = −3,−2,−1.5,−1,−0.5, 0, 0.5, 1, 1.5, 2, 3.

Table 3 shows the iteration numbers obtained with the optimal length scale (2.30). Remarkably, the number
of iterations to reduce the residuals by five orders of magnitude is nearly independent of the Reynolds number.
This is considered due to O(h) time step for all Reynolds numbers and also to the perfect preconditioning of the
first-order system by the optimal Lr. Table 4 shows the results obtained for the non-optimal value, Lr = 1/π.
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and 103, respectively.

Comparing with Table 3, we observe, as expected, that the number of iterations is generally larger, especially
in the intermediate region where the first-order system is not perfectly conditioned, but it is nearly optimal in
the advection limit. In the diffusion limit, the non-optimal length scale gives a perfect preconditioning of the
system as shown in Figure 3, but it gives a slightly slower convergence. This is because the perfect conditioning
for a differential system does not necessarily imply the perfect conditioning of the numerical scheme. As shown
in the previous study [1], the optimal length scale for our upwind scheme has a leading term, 0.5/π, in the
diffusion limit. The diffusion limit of the optimal formula (2.30) is Lr = 1√

2π
≈ 0.707/π; it is much closer to this

leading term than the other one, Lr = 1/π, thus giving a faster convergence with the optimal formula (2.30).
We also point out that the convergence in the diffusion limit can be much faster in practice because the grid
stretching is not required and a uniform grid can be safely employed (a much larger minimum mesh spacing
than stretched grids).

To demonstrate the impact of O(h) time step on the number of iterations, we computed the same steady
state solution by integrating the scalar advection-diffusion equation in time, again until the residual is reduced
by five orders of magnitude, with a spatially second-order Galerkin scheme derived with a continuous piecewise
linear basis function over a non-uniform grid:

un+1
j = un

j +
2∆t

xj+1 − xj−1

[
−a

un
j+1 − un

j−1

2
+ ν

(
un

j+1 − un
j

xj+1 − xj
−

un
j − un

j−1

xj − xj−1

)]
. (4.6)

For this scalar scheme, the time step is restricted by (2.33) which is O(h2) in general. Figure 9 shows the
iteration number versus the mesh size, for our system scheme with the optimal Lr and for the scalar Galerkin
scheme. It is clearly seen that the number of iterations for the scalar scheme increases quadratically with the
mesh size even for a fairly advection-dominated case, Re = 103. On the other hand, for our system scheme, the
number of iterations grows linearly with the mesh size for all Reynolds numbers. This is a natural consequence
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Figure 10: L∞ errors obtained by our upwind advection-diffusion system scheme for the one-dimensional prob-
lem. Second-order accuracy is confirmed for all Reynolds numbers.

of solving the system that is hyperbolic for all Reynolds numbers.
Figures 10(a) and 10(b) show L∞ error convergence results: 10(a) for the main variable, u, 10(b) for the

gradient variable, p. Note that the solution errors are independent of the choice of Lr; we obtained exactly the
same results for both the optimal and non-optimal length scales because the discrete steady state solution is
unique. Here, for a better visibility, we shifted the results with respect to those for Re = 10−3 so that it can be
read from the top to the bottom for increasing Reynolds numbers (only the errors for Re = 10−3 can be correctly
read off from the numbers indicated along the vertical axis). These figures show clearly that our system scheme
is uniformly second-order accurate for all Reynolds numbers and all variables, including the gradient variable
on the boundary. These results demonstrate that the scheme maintains its accuracy through the boundary.

Figure 11 shows the CPU time versus the number of unknowns for the scalar Galerkin scheme and our system
scheme. It clearly shows that our system scheme is orders of magnitude faster than the scalar Galerkin scheme
for a comparable number of unknowns. These results also confirm the estimates in Table 1: CPU = O(N2) for
O(h) time step, and CPU = O(N3) for O(h2) time step. Figure 12 shows the solution error versus CPU time. We
observe that the error levels are comparable for each case, but the CPU time is orders of magnitude larger for the
scalar Galerkin scheme. The rates of decrease in the solution error are in good agreement with those predicted
in Table 2 for second-order accuracy (p = 2): E = O(CPU−1) for O(h) time step, and E = O(CPU−2/3) for
O(h2) time step. These results demonstrate that the system scheme based on the first-order system be much
more efficient than the scalar Galerkin scheme in spite of the additional cost of computing an extra variable. In
fact, the system scheme was found to be about 3 times more expensive per iteration than the scalar Galerkin
scheme. But the O(N) speed-up in iterations did overwhelm this additional cost as predicted in Section 2.3.
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Figure 11: CPU time versus the number of unknowns for one-dimensional schemes. CPU
time is measured in seconds. Circles are used for our upwind advection-diffusion system
scheme for all the Reynolds numbers. Symbols with dashed lines are used for the scalar
Galerkin scheme: squares for Re = 0, triangles for Re = 10, and stars for Re = 102.

In this numerical experiment, we employed the trapezoidal rule in the source term discretization for all cases.
Although the condition, Reh ≤ 2, is violated in some region, since it is almost always satisfied near the narrow
layer, we do not observe any serious oscillations (see Figure 8).

4.2 Two-Dimensional Problems

We now consider the two-dimensional advection-diffusion problem:

ut + aux + buy = ν (uxx + uyy) in Ω = (0, 1) × (0, 1), (4.7)

with the solution specified on the boundary by the following boundary-layer type exact steady solution [30],

u(x, y) =

[
1 − exp

(
(x − 1)a

ν

)] [
1 − exp

(
(y − 1) b

ν

)][
1 − exp

(
−a

ν

)] [
1 − exp

(
− b

ν

)] . (4.8)

To compute the steady state solution numerically, we integrate the first-order system in time:

ut + aux + buy = ν (px + qy),
pt = (ux − p)/Tr,

qt = (uy − q)/Tr,

(4.9)

until we reach the steady state. On the boundary, in addition to the solution value, we specify also the tangential
gradients along on the boundary (simply because they can be computed from the solution on the boundary).
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Figure 12: L∞ error of u versus CPU time for one-dimensional schemes. CPU time is
measured in seconds. Solid lines are for our upwind advection-diffusion system scheme
and dashed lines are for the scalar Galerkin scheme: squares for Re = 0, triangles for
Re = 10, and stars for Re = 102.

The advection velocity is fixed as (a, b) = (1.0, 0.8) for this study. The viscosity coefficient, ν, is determined
for a given global Reynolds number, Re =

√
a2 + b2/ν. For the length scale Lr we use the optimal formula

(2.30) for all cases. The initial solution is set to be zero for all variables at all nodes except where the boundary
condition is given. The time step is taken as global with CFL = 0.99 for all cases.

We present results for the multidimensional upwind scheme developed for triangular grids in Section 3.3 on
a series of irregular triangular grids: each grid generated from a structured grid with random diagonal splittings
and nodal perturbations (see Figure 13). In the cell-residuals for the gradient variables, we employed the high-
order curvature correction as described in Section 3.3 to ensure second-order accuracy for all variables. There
are seven irregular grids, generated independently: 17x17, 24x24, 33x33, 41x41, 49x49, 57x57, and 66x66 grids.
To reach the steady state, we march in time until the residual is reduced by ten orders of magnitude, with the
second-order accurate source term quadrature. Results were obtained for a set of Reynolds numbers: Re = 10k,
k = −2,−1.5,−1,−0.5, 0, 0.5, 1, 1.5, 2.

L1 error convergence results are shown in Figure 14 for both the solution and the gradient variables. As can
be seen clearly, the scheme is second-order accurate for all variables and for all Reynolds numbers. Note that
the error of u shows a third-order behavior in the diffusion dominated cases, thanks to the high-order curvature
correction as discussed in Section 3.3. L∞ errors (not shown) show some irregularity but generally go down at
second-order accuracy. Figure 15 shows the number of iterations to reach the steady state versus the square
root of the number of nodes. Circles indicate the iteration numbers for our system scheme; squares indicate the
iteration numbers for a scalar scheme with O(h2) time step restriction. The scalar scheme is constructed by
adding the standard (continuous piecewise-linear) Galerkin discretization for diffusion to the scalar LDA scheme
for advection, incorporating a blending function proposed in [12] to make the scheme uniformly accurate for
all Reynolds numbers. The blending function is necessary because simply adding the scalar Galerkin scheme
and the LDA scheme does not guarantee uniform accuracy as pointed out in [11]. It is observed in Figure 15
that the number of iterations is proportional to square root of the grid size for our system scheme whereas it

27



Preprint accepted for publication in Journal of Computational Physics, 2009-11

x

y

0 10

1

Figure 13: Irregular triangular grid generated from a structured quadrilateral grid by
random diagonal splittings and nodal perturbations.

increases quadratically for the scalar scheme. Also, observe that the number of iterations is almost independent
of the Reynolds number for our system scheme.

Figure 16 shows the CPU time versus the number of unknowns for our system scheme and the scalar LDA-
Galerkin scheme. Here, the system scheme was found to be about 7 times more expensive per iteration than the
scalar LDA-Galerkin scheme. However, despite the additional cost, again, the system scheme converged faster
in the CPU time than the scalar LDA-Galerkin scheme in most cases as seen in Figure 16. Again, the results
are consistent with the estimates in Table 1: CPU = O(N3/2) for O(h) time step, and CPU = O(N2) for O(h2)
time step. In a high-Reynolds number case (Re = 102), the scalar scheme actually converged faster than the
system scheme, but it is found to be less accurate than the system scheme. Figures 17(a) and 17(b) show the
solution errors versus the CPU time. We observe in Figure 17(a) that the scalar scheme exhibits first-order
behavior in the first two grids for Re = 102. The slope of −1/4 corresponds to first-order accuracy (p = 1) as
predicted in Table 2. Solution errors are consistently larger than those obtained by the system scheme (compare
Figures 17(a) and 17(b)). The case Re = 102 is actually a somewhat difficult case since coarse grids are not
sufficiently resolving the boundary layer; the system scheme slows down also although the design accuracy is
achieved. In other cases, error levels are comparable, but the CPU time to reach a given error level is about
an order of magnitude smaller for the system scheme. These results confirm, again, the estimates in Table 2
for second-order accuracy (p = 2): E = O(CPU−2/3) for O(h) time step, and E = O(CPU−1/2) for O(h2) time
step. Note for the case Re = 10−2 that the error level is orders of magnitude lower for the system scheme. This
is because the system scheme becomes third-order accurate in the diffusion limit; the rate of decrease in the
solution error approaches the third-order limit: E = O(CPU−1).

Finally, the upwind quadrature in Section 3.3 was tested for a case, Re = 102 on a regular uniform triangular
grid with 17x17 nodes. As can be seen in Figure 18, the scheme produced a monotone solution with the upwind
quadrature.

5 Concluding Remarks

In this paper, we have established the unification of advection and diffusion in the differential level into a single
hyperbolic system, based on the first-order system approach proposed in the previous paper [1]. The proposed
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Figure 14: L1 errors for our LDA advection-diffusion system scheme on unstructured triangular grids.

first-order advection-diffusion system was shown to be a unified representation of advection and diffusion; it
is hyperbolic for all Reynolds numbers. The relaxation time, Tr, was determined in the differential level to
enhance the convergence towards the steady state; an optimal formula for the associated length scale, Lr,
was also derived. Simply by applying upwind schemes for the whole first-order system, we demonstrated that
schemes constructed this way can be uniformly accurate and stably integrated in time by O(h) time step with
accurate solution gradients simultaneously computed for all Reynolds numbers. A remarkable implication is that
we do not need to develop two different schemes (advection and diffusion schemes); we just need one scheme
for solving the advection-diffusion equation. In one dimension, we developed an upwind residual-distribution
scheme which can also be implemented as a finite-volume scheme. Monotonicity of the numerical solution was
discovered to be closely related to the source term discretization: monotone by an upwind quadrature and
oscillatory (for Reh > 2) by the trapezoidal rule. In two dimensions, we developed a compact multidimensional
upwind residual-distribution scheme for unstructured triangular grids. All schemes were shown to converge
rapidly with O(h) time step, giving second-order accurate solution and gradients through the boundary in the
steady state for all Reynolds numbers. The property of O(h) time step is particularly a decisive advantage
of the first-order system approach. From comparisons with traditional scalar schemes, we demonstrated that
schemes based on the first-order system give a tremendous speed-up in the CPU time for computing steady state
solutions despite a higher cost per iteration associated with extra variables. We emphasize that the first-order
system approach is not specific to a particular numerical method. It is a general approach applicable to various
numerical methods: residual-distribution, finite-difference, finite-element, finite-volume, spectral-difference, et
cetera.

The differential-level unification of advection and diffusion would have a dramatic impact on future de-
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for Re = 10.

velopments of numerical methods for advection-diffusion type problems. Most of all, we only need advection
schemes for solving the advection-diffusion equation. To develop non-oscillatory schemes, we can directly apply
techniques developed for advection schemes. To develop high-order schemes, again, we can directly employ
high-order methods developed for advection schemes. The resulting scheme will be uniformly high-order accu-
rate for all Reynolds numbers. For high-Reynolds-number applications, the minimum mesh size can be so small
that explicit time-stepping schemes with O(h) time step (although significantly larger than O(h2)) may not be
efficient enough for practical purposes. But then we can always employ implicit time-stepping as discussed in
Section 2.3. Advantages still come in simpler Jacobian matrix construction and/or fast iterative linear solvers.
For time-accurate computations, we may employ the dual-time-stepping technique [29, 31, 32, 33], and the
proposed approach gives a fast iterative solver for the inner iteration: integrate the following system,

uτ = −aux + ν px − ut,

pτ = (ux − p)/Tr,
(5.1)

towards the steady state in the pseudo-time, τ , by the type of schemes presented in this paper. For turbulence
model equations, which are typically in the form of the advection-diffusion equation with source terms, the
schemes developed in this paper can be directly applied with an added advantage that source terms which
depend on the solution gradient can be accurately evaluated by using the gradient variables that will be computed
simultaneously. All the above mentioned developments will be undertaken in future.

Yet, the proposed approach can also be used to derive time-accurate scalar advection-diffusion schemes by
ignoring updates for the gradient variables and evaluating them instead by explicit gradient reconstruction (or
by high-order moments if available, e.g., in the discontinuous Galerkin method). This idea has been presented
in the previous paper [1] for the residual-distribution method for pure diffusion problems. But the idea is
actually quite general; it is applicable to various discretization methods. Focusing on pure diffusion problems,
we have already derived various diffusion schemes for node/cell-centered finite-volume, discontinuous Galerkin,
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Figure 16: CPU time versus the number of unknowns for two-dimensional unstructured
grid schemes. CPU time is measured in seconds. Circles are used for our LDA advection-
diffusion system scheme for all the Reynolds numbers. Symbols with dashed lines are
used for the LDA-Galerkin scheme: squares for Re = 0, triangles for Re = 10, and stars
for Re = 102.

and residual-distribution methods. Distinguished features of the diffusion schemes derived this way are twofold:
automatically introduced ‘dissipation’ terms (similar to the so-called ‘edge-term’ in finite-volume schemes [34, 35]
or the ‘penalty term’ in the discontinuous Galerkin finite-element schemes [36, 37]) that make the scheme h-
elliptic [38] (i.e., damp spurious modes); the same implementation structure as advection schemes (e.g., interface
flux evaluated by two discontinuous states in finite-volume schemes). The latter makes them extremely simple
to integrate a diffusion scheme with an advection scheme. These diffusion schemes are, however, subject to the
traditional O(h2) time-step restriction. Details on this derived approach will be reported elsewhere.

Among various future works, our immediate target are extensions to nonlinear systems, the Navier-Stokes
equations in particular. To this end, however, the eigen-structure of the Navier-Stokes equations cast in the
form of a first-order system may seem too difficult to analyze or too complicated to be practical. Successful
applications to the Navier-Stokes equations may, therefore, come in some form of simplification or approximation.
This will be the theme of the subsequent paper.
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