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Abstract

This paper discusses issues encountered by the hyperbolic method for diffusion [J. Comput. 26 Phys.
227 (2007) 315-352] in dimensional heat conduction problems, and proposes a practical resolution. It is
shown that the relaxation length must be scaled by a reference length of a domain of interest for solving
dimensional equations, and the corresponding non-dimensionalized length should be given an optimal value
for fast iterative convergence. To achieve both, a practical formula is proposed for computing a reference
length for a given computational grid, such that (2π)−1 gives an optimal value for rectangular domains and
also serves as an effective approximation for general domains. Numerical results confirm that the proposed
scaling is critically important for rendering hyperbolic diffusion schemes independent of the grid unit and
for achieving optimal performance of a hyperbolic diffusion solver.

1 Introduction

The hyperbolic method is a method of deriving a spatial discretization of the diffusion equation:

∂tu = ν(∂xxu+ ∂yyu), (1)

where ν is a diffusion coefficient and u is a scalar solution variable, by discretizing a first-order hyperbolic system
[1]:

∂τu = ν(∂xp+ ∂yq)− ∂tu, ∂τp =
1

Tr
(∂xu− p), ∂τq =

1

Tr
(∂yu− q), (2)

where τ is a pseudo time, and Tr is called the relaxation time. The physical time derivative is discretized in
time and treated as a source term, thus setting up a problem of solving the hyperbolic diffusion system towards
the pseudo steady state to advance the solution by one physical time step [2, 3, 4]. Although it resembles the
classical hyperbolic heat equations of Cattaneo [5] and Vernotte [6], the above formulation allows us to take Tr

as a free parameter and it can be defined so as to accelerate convergence towards the pseudo steady state. This
is the core idea of the hyperbolic method. Dimensional consistency suggests that we set

Tr =
L2
r

ν
, (3)

where Lr is a relaxation length, and an optimal formula for Lr has been derived [1, 7] as

Lr =
1

2π
, (4)
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which is the leading term of the one derived specifically for a residual-distribution scheme in Ref.[1], and also
of the one derived for a first-order finite-volume scheme to ensure that Fourier modes are propagated, instead
of purely damped, to maximize the effect of error propagation [7]. The system is hyperbolic in the pseudo
time τ , and therefore can be discretized by methods for hyperbolic systems (e.g., upwind methods). Once the
system is discretized in space, the pseudo time derivatives may be dropped. Then, the resulting discretization
will be a consistent discrete approximation to the original diffusion equation written as a first-order system.
The discretization derived this way has been found to offer various advantages: higher-order accuracy and
higher quality of the gradients than reconstructed ones on unstructured grids, higher-order advective schemes
if applied to advection-diffusion equations, convergence acceleration by the elimination of second derivatives,
high-order inviscid schemes directly applicable to viscous terms [8, 9]. The method has been extended to a
tensor-coefficient diffusion equation [10, 11], incompressible/compressible Navier-Stokes equations [12, 13, 14],
an incompressible magnetohydrodynamics model [15], quasi-neutral plasma models [10, 16], and the dispersion
equation [17]. Similar hyperbolic approaches exist in the literature [18, 19], but the hyperbolic method considered
here is different in that the relaxation time is an O(1) free parameter and carries no physical significance. More
specifically, unlike other approaches, the hyperbolic method does not propose a new physical model for diffusion;
it is merely a way of constructing a superior spatial discretization for the second-derivative diffusion operator
expressed in a consistent first-order system form.

A recent attempt to solve a dimensional heat conduction equation reveals that the hyperbolic method
encounters serious accuracy and convergence problems, exhibiting strong dependence on the scale used to
define a computational grid. This is a non-typical behavior for a diffusion scheme since there are no similarity
parameters in the diffusion equation. Any numerical scheme should yield the same numerical solution, with a
given set of boundary and initial conditions, for any grid unit. The objective of this paper is to clarify the issue
and present a practical resolution, so that the hyperbolic method can be applied to a wide range of applications,
including dimensional equations. As will be discussed below, the erratic behavior of the hyperbolic diffusion
scheme is related to the scaling of Lr. The subjects of discussion are threefold:

1. Numerical dependence on Lr.

2. Dimensional scaling of Lr to achieve scale-invariant computations.

3. Estimate of a reference length to achieve optimal performance.

The first subject concerns the fact that the pseudo-steady solution to the hyperbolic diffusion system is inde-
pendent of Lr analytically, but numerical solutions are not. It will be shown that Lr influences the dissipation
of a numerical scheme, and so accuracy and iterative convergence will be affected unless Lr is defined prop-
erly for varying units. The second subject deals with a proper scaling of Lr to remove scale-dependence from
numerical solutions and achieve numerical similarity. The third, perhaps the most important, subject is on
how to determine the reference length for properly scaling Lr for a given problem in a general, practical, and
optimal manner. For discussions that follow, the physical time derivative is irrelevant, and therefore we ignore
the physical time derivative and focus on the spatial discretization. However, numerical results are presented
for an unsteady heat conduction problem to demonstrate that improvements carry over directly to unsteady
problems. It is emphasized that the dimensional issues discussed in this paper are relevant to other hyperbolic
approaches such as Ref.[18], but the proposed resolution is specific to the hyperbolic method considered here
and may not be directly applicable to other hyperbolic methods.

The paper is organized as follows. In Section 2, it is shown that a hyperbolic diffusion scheme is independent
of ν for steady problems, but strongly depends on the relaxation length Lr. In Section 3, Lr is shown to be
a dimensional parameter and needs to be scaled by a reference length when the dimensional system is solved.
A question is raised: What reference length would make 1

2π be optimal for non-square domains? In Section 4,
the question is answered for a rectangular domain by deriving an optimal formula for the dimensional Lr. In
Section 5, the reference length for a rectangular domain is extended to arbitrary shaped domains. In Section
6, the discretization and the implicit solver used to perform numerical experiments are briefly described. In
Section 7, numerical results are presented for both steady and unsteady heat conduction problems, including a
steady nonlinear problem. Finally, the paper concludes with remarks.
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2 Dependence on Lr

Consider the hyperbolic system with the physical time derivative ignored:

∂τu = ν(∂xp+ ∂yq), ∂τp =
ν

L2
r

(∂xu− p), ∂τq =
ν

L2
r

(∂yu− q). (5)

In the pseudo steady state or as soon as we drop the pseudo time terms, we have

0 = ν(∂xp+ ∂yq), 0 =
ν

L2
r

(∂xu− p), 0 =
ν

L2
r

(∂yu− q), (6)

which reduce to, for any nonzero ν and Lr,

0 = ∂xp+ ∂yq, 0 = ∂xu− p, 0 = ∂yu− q, (7)

and thus

∂xxu+ ∂yyu = 0. (8)

The hyperbolic diffusion system is, therefore, equivalent to the steady diffusion equation. Steady solutions have
no dependence on ν nor Lr in the differential-equation level.

In the discrete level, the relaxation length Lr plays a key role in characterizing the spatial discretization
of the hyperbolic diffusion system. Upwind discretizations, as often employed in the hyperbolic method, are
constructed based on the eigenvalues of a hyperbolic system. For the hyperbolic diffusion system, the eigenvalues
are given by [1].

λ = ±ν/Lr, 0. (9)

The corresponding eigenvectors are linearly independent, and therefore the upwind flux typical in a finite-volume
scheme can be constructed (see Ref.[7]) as

Φjk =
ν

2

⎡

⎢⎢⎢⎢⎢⎣

−(pL, qL) · njk − (pR, qR) · njk

− 1

L2
r

(uL + uR)nx

− 1

L2
r

(uL + uR)ny

⎤

⎥⎥⎥⎥⎥⎦
− ν

2Lr

⎡

⎢⎢⎢⎢⎣

1 0 0

0 n2
x nxny

0 nynx n2
y

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎣

uR − uL

pR − pL

qR − qL

⎤

⎥⎥⎥⎥⎥⎦
, (10)

where njk = (nx, ny) is a unit vector normal to an interface between two adjacent cells j and k, the subscripts
L and R indicate face values linearly extrapolated from the centroids of the cells j and k, respectively, for
second-order accuracy. Observe that the whole expression is proportional to ν. And so is the source term:
s = (0,−νp/L2

r,−νq/L2
r). Hence, for steady diffusion problems, the discrete residual equation defined as an

integral of the system over a cell j,

Resj =
∑

k∈{kj}

ΦjkAjk−sjVj = 0, (11)

is independent of ν, where {kj} is a set of neighbor cells, Ajk is the face area (length in two dimensions), and
Vj is the measure of the cell j. Dividing the residual Resj by ν and multiplying the last two equations by L2

r,
we obtain

−
∑

k∈{kj}

[
{(pL, qL) + (pR, qR)} · njk +

1

Lr
(uR − uL)

]
Ajk = 0, (12)

−1

2

∑

k∈{kj}

[(uL + uR)nx + Lr {(pR − pL)nx + (qR − qL)ny}nx]Ajk = −pjVj , (13)

−1

2

∑

k∈{kj}

[(uL + uR)ny + Lr {(pR − pL)nx + (qR − qL)ny}ny]Ajk = −qjVj , (14)
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Figure 1: Non-dimensionalization of a square domain.

which shows that numerical solutions have no dependence on ν, but the relaxation length Lr remains and
influences the amount of dissipation. Therefore, numerical solutions and solvers are affected by Lr. But it also
shows that the residual is a consistent approximation to the system (7), and therefore Lr does not affect the
consistency and order of accuracy of the numerical approximation. Note further that the quantities, Ajk, Vj ,
and the gradient variables (p, q) will change their numerical values for a change in the grid unit. To eliminate
the dimensional dependence from the discrete equations, Lr must also change its value in a consistent manner
with other quantities.

3 Numerical Similarity for Hyperbolic Scheme

3.1 Numerical Similarity

To ensure that the same numerical solution is obtained for a given problem with varying coordinate units
or scaling, the relaxation length Lr needs to be defined properly. To illustrate the point, we non-dimensionalize
the system (5) with the following non-dimensional variables indicated by the overbar:

x̄ = x/L, ȳ = y/L, ū = u/U, p̄ = p/(U/L), q̄ = q/(U/L), ν̂ = ν/(L2/T ), τ̄ = τ/T, (15)

where T , L, U are reference time, length, and solution, respectively. The reference length L is assumed to be
chosen to scale x and y to be O(1). See Figure 1 for an example of a square domain. Substituting them into
the system (5), we obtain a non-dimensionalized hyperbolic diffusion system:

∂τ̄ ū = ν̂(∂x̄p̄+ ∂ȳ q̄), ∂τ̄ p̄ =
ν̂

L̄2
r

(∂x̄ū− p̄), ∂τ̄ q̄ =
ν̂

L̄2
r

(∂ȳū− q̄), (16)

where

L̄r =
Lr

L
. (17)

Notice that the form of the non-dimensionalized system is identical to that of the dimensional system with the
non-dimensional relaxation length L̄r. As discussed earlier, steady numerical solutions are independent of ν̂, but
depend on L̄r. Hence, a numerical scheme for the non-dimensionalized system will yield the same solution for
geometrically similar objects if L̄r based on a common reference length matches. This is a numerical similarity
condition for hyperbolic schemes. Translating it back to the dimensional system, we find that Lr must be
defined as

Lr = L̄rL, (18)

which indicates that numerical schemes for the dimensional system will yield the same solution if L is defined
uniquely for geometrically similar problems so as to match L̄r.

To solve the dimensional system, it is necessary to determine L and L̄r for a given problem. It is, however,
not straightforward as we will discuss in the next section.

3.2 Choosing L and L̄r

Definitions of L and L̄r are rather obvious for a problem in a square domain. Consider a steady heat
conduction problem in a square domain with the side length Ls: (x, y) ∈ [0, Ls]× [0, Ls]. For a given boundary
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Figure 2: Rectangular domain and two examples of non-dimensionalizations.

condition, the temperature field must be independent of the coordinate unit. A numerical scheme for the
dimensional hyperbolic diffusion system will yield the same solution if the relaxation length is set by Lr = L̄rL.
A natural choice for the reference length is the side length: L = Ls. Then, a proper choice for L̄r would
be L̄r = 1

2π because it is known to be optimal for a unit square [1, 7]. As one can see, this is equivalent to
non-dimensionalizing the coordinates by Ls and then solving the non-dimensionalized system with L̄r = 1

2π .
Ambiguity arises for non-square domains. Consider a rectangular domain as illustrated in Figure 2. Ap-

parently, there can be, at least, two possible reference lengths: the length Lx or the width Ly. In solving the

dimensional system, one may set Lr = Lx
2π or Lr = Ly

2π . Then, it leads to two different numerical solutions
(although both are consistent and accurate as designed, and thus converge to the exact solution in the grid
refinement). To see this, consider L̄r with a common reference length L′ (say, the diagonal): L̄r = Lr/L′.

Then, we have L̄r = Lx/L
′

2π in the former and L̄r = Ly/L
′

2π in the latter. Clearly, L̄r does not match, and
therefore, numerical solutions will differ by the amount of dissipation. Non-dimensionalization does not resolve
the ambiguity because it can also result in a mismatch. For example, we may non-dimensionalize the system
with L = Lx or L = Ly. The corresponding non-dimensionalized domains are illustrated in Figure 2. If we

look at L̄r based on a common length, say Lx, we have L̄r = 1
2π in the former and L̄r = Ly

2πLx
in the latter.

Again, numerical solutions are expected to differ by the amount of dissipation. Moreover, a hyperbolic solver
may encounter various problems if the dissipation is too low (or too large), which can be the case for L̄r = Ly

2πLx

with Ly/Lx → ∞, for instance. This rectangular case raises an important question: Would the value of 1
2π be

optimal for a rectangle with a unit length or width, or something else? This is a very important question. For
each reference length chosen, we would need to define a value of L̄r. For a square domain, 1

2π is known to be
optimal, but it may not be the same for non-square domains.

It follows that there are two important points to consider. First, in order to remove the ambiguity and
achieve the numerical similarity, we need to define a unique reference length L for a given problem. Second, for
optimal performance of a numerical scheme, an optimal value of L̄r must be identified for a chosen reference
length. Both taken into consideration, a practical approach would be to identify a reference length L that will
make Lr/L = 1

2π optimal for a given problem; we call it an optimal reference length and denote by Lopt. This
approach is further discussed in the next section.

4 Optimal Reference Length L for Rectangular Domain

We begin by deriving the optimal formula (4) for an arbitrary square domain. Following Ref.[7], consider a
discrete Fourier mode defined on a Cartesian grid of spacing h,

U0 exp{i(βxx/h+ βyy/h)}, (19)

where U0 = [u0, p0, q0] is a vector of amplitudes, βx and βy are the frequencies in x and y directions, respectively,
and i =

√
−1. Here, we consider a grid in a square domain of size L: (x, y) ∈ [0, L] × [0, L]. The grid has a

spacing h = L/N , where N is the number of grid spacings (or cells) in each coordinate direction. See Figure 3
for an example of N = 8. The smoothest mode is given by the frequency βx = βy = πh/L = π/N . Substitute
the Fourier mode into a first-order accurate version of a hyperbolic finite-volume discretization, and require that
a pair of the eigenvalues be complex conjugates, so that Fourier modes propagate, to find the condition:

Lr ≥ 2h

β(β + 4)
, (20)

where β =
√
β2
x + β2

y . See Appendix A for the derivation. Note that there is a typo in the direction of the

inequality in Ref.[7]; it is corrected in the above. To ensure that all possible discrete modes will propagate, we
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Figure 3: Regular grid in a square domain.

enforce the equality for the smoothest mode:

Lr =
2L

π(πh/L+ 4)
=

2L

π(π/N + 4)
≈ L

2π
, (21)

for a large N . It implies that the optimal formula (4) must be scaled by L for the dimensional Lr, or equivalently,
it is the non-dimensional formula that must be given a value of 1

2π :

L̄r =
Lr

L
=

1

2π
. (22)

Furthermore, it can also be interpreted that the side length L is the optimal reference length for a square domain
since it scales Lr to make Lr/L = 1

2π optimal.
It is noted, before proceeding, that the requirement for error propagation ensures that the discrete operator

(and the differential operator as h → 0) remains hyperbolic. Error propagation is typically much faster than
error damping as is well known for advection schemes, especially for smooth components, which are the main
cause of slow asymptotic convergence of conventional diffusion schemes [20]; the hyperbolic diffusion method
eliminates this slow convergence completely.

Next, consider a rectangular domain: (x, y) ∈ [0, Lx] × [0, Ly]. For simplicity, we assume a Cartesian
grid with a uniform spacing h = Lx/Nx = Ly/Ny, where Nx and Ny are the numbers of cells in x- and y-
coordinate directions, respectively. Following a similar derivation as in the square domain case, we arrive at the
same condition as in Equation (20). In the square domain case, we enforced the condition for the smoothest
mode in each coordinate direction, which is the same: βx = βy = π/N . We now have different smoothest
frequencies: βx = π/Nx and βy = π/Ny. Then, it would be reasonable to take the smooth-smooth combination
(βx,βy) = (π/Nx,π/Ny):

β =
√
β2
x + β2

y =
π

Ñ
, Ñ =

1√
1/N2

x + 1/N2
y

=
1

h
√

1/L2
x + 1/L2

y

, (23)

to enforce the condition (20):

Lr =
2h

π/Ñ(π/Ñ + 4)
. (24)
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Assuming 1/Ñ ≪ 1, we define

Lr =
1

2π
hÑ =

1

2π

1√
1/L2

x + 1/L2
y

, (25)

and express it in terms of the volume V = LxLy and the diagonal distance of the rectangle Diag =
√
L2
x + L2

y:

Lr =
1

2π

(
V

Diag

)
, (26)

or

L̄r =
Lr

V/Diag
=

1

2π
, (27)

which suggests that the optimal reference length for a rectangular domain is given by

Lopt =
V

Diag
. (28)

That is, Lopt is the reference length that scales Lr to make Lr/Lopt =
1
2π optimal.

In the case of a square domain Lx = Ly = L, this reduces to Lr/Lopt =
1

2
√
2π

, which differs from Equation

(22) by the factor 1/
√
2. This factor arises from the fact that we have taken the smooth-smooth components

instead of the smooth component in each coordinate direction to define Lr. As we will show later numerically,
the difference is minor and does not have a significant impact on numerical results. Finally, it is interesting to
note that Equation (28) can be expressed also in terms of the aspect ratio of the domain:

Lopt =

√
V

1
AR +AR

, (29)

where AR = Lx/Ly or AR = Ly/Lx.
Extending the analysis to arbitrary domains does not seem straightforward, and may not necessarily lead

to a practical formula. In the next section, we propose a simple estimate of Lopt for an arbitrary domain by
rearranging the formula (28) into a form that can be easily evaluated for a given computational grid.

5 Estimate of Lopt for Arbitrary Domain

A possible approach to defining Lopt for an arbitrary domain would be to directly apply the rectangular
formula (28). However, the diagonal distance, Diag, cannot be clearly defined for an arbitrary domain. To
devise a practical formula, we express Equation (28) in terms of the volume V and the perimeter of the domain
ℓ: Diag2 = ℓ2/4− 2V > 0, which can be easily computed for a given grid. The resulting formula is

Lopt =
V√

ℓ2/4− 2V
. (30)

This estimate will, at least, guarantee that L̄r = 1
2π is optimal for a rectangular domain in two dimensions, and

account for the aspect ratio of the domain. In this work, we focus on this simple estimate, and demonstrate that
it serves our purpose rather well although the optimality of L̄r = 1

2π is not guaranteed exactly for domains other
than rectangles. Moreover, it has a very convenient feature that it can be computed inside a code for a given
grid without any detailed information about the geometry of the domain of interest as well as the coordinate
unit used.

It should be noted that this reference-length estimate is important even when the problem is already non-
dimensionalized by a user-defined reference length Luser. In this case, one would need to set the value of

L̄r =
Lr

Luser
, (31)

7
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Figure 4: Triangular grid with a neighbor k, the face midpoint
m, and the face normal vector. The LSQ gradient is computed
with the neighbors and their face-neighbors for robustness.
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Figure 5: Boundary face, where a bound-
ary condition is imposed through the right
state UR. AB denotes the magnitude of
the boundary face. The interior state UL

is computed by a linear extrapolation from
the centroid j.

but this should not be be given a value of 1
2π unless the domain is a unit square. It should be defined as

L̄r =
L̄opt

2π
, (32)

where L̄opt is computed for a given grid in the grid unit, i.e., L̄opt = Lopt/Luser, so that we have

Lr

Lopt
=

1

2π
. (33)

The scaling in Equation (32) will be very important for the hyperbolic method applied to a system already
non-dimensionalized by a certain reference length; the performance of a hyperbolic solver may not be optimal
and can cause accuracy and convergence problems unless the relaxation length is scaled by L̄opt as in Equation
(32).

Finally, it is remarked that the proposed estimate for Lopt is specific to diffusion problems in a bounded
domain. It remains to be investigated for other systems such as the hyperbolic Navier-Stokes systems [12, 13, 14],
which is left as future work.

6 Discretization and Solver

6.1 Discretization

In this work, we solve the dimensional hyperbolic diffusion system (2) by a second-order cell-centered finite-
volume scheme with Lr = L

2π for various choices for L. The spatial residual (11) over each cell, with a physical
time derivative included for unsteady problems, is defined by the flux integral evaluated by the mid-point
rule with the upwind flux (10) based on the left and right solutions linearly extrapolated from the two cells
sharing the face-midpoint with the gradients computed by an unweighted linear least-squares (LSQ) fit over the
face-neighbors and their face neighbors:

UL = Uj +
1

2
∇Uj ·∆xjm, UR = Uk +

1

2
∇Uk ·∆xkm, (34)

8
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where U = (u, p, q). See Figure 4. In the hyperbolic method, the LSQ gradient computation can be avoided for
the variable u by using the gradient variables (p, q) as ∇u:

uL = uj +
1

2
(pj , qj) ·∆xjm, uR = uk +

1

2
(pk, qk) ·∆xkm, (35)

This construction is called Scheme-II [7]. Here, it provides more accurate gradients for the linear reconstruction
of u, and also contributes to a computational saving since we do not need to compute LSQ gradients for u. In
this study, Scheme-II is used for all problems. Both Dirichlet and Neumann boundary conditions are considered,
and implemented weakly by the upwind flux with the right (boundary) state specified by the boundary condition
as illustrated in Figure 5. In the Dirichlet case, we define the boundary state as

UR = (2uB − uL, pL, qL), (36)

where uB is the solution given at the boundary by the Dirichlet condition, so that the average of the boundary
state and the interior state uL gives uB . In this case, the numerical flux (10) becomes

Φjk(UL,UR) = ν

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

−(pn)L − 1

Lr
(uB − uL)

− 1

L2
r

uBnx

− 1

L2
r

uBny

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

, (37)

where (pn)L = (pL, qL) ·nB and nB = (nx, ny) is the unit vector normal to the boundary face. In the Neumann
case, we define the the boundary state as

UR = (uL, [2(pn)B − (pn)L]nx, [2(pn)B − (pn)L]ny), (38)

where (pn)B is the normal gradient given at the boundary by the Neumann condition. In this way, the normal
gradient condition is satisfied by the averaged state (UL +UR)/2 projected along nB . The numerical flux (10)
then becomes

Φjk(UL,UR) = ν

⎡

⎢⎢⎢⎢⎢⎢⎣

−(pn)B

− 1

L2
r

uLnx − 1

Lr
[(pn)B − (pn)L]nx

− 1

L2
r

uLny −
1

Lr
[(pn)B − (pn)L]ny

⎤

⎥⎥⎥⎥⎥⎥⎦
. (39)

See Refs.[11, 21] for further details of cell-centered finite-volume schemes for the hyperbolic diffusion system,
including higher-order variants.

6.2 Solver

The resulting global system of residual equations,

0 = Res(Uh), (40)

where Uh denotes the global solution vector, is solved by an implicit defect-correction solver:

Uk+1
h = Uk

h +∆Uh, (41)

∂Res

∂U
∆Uh = −Res(Uk

h), (42)

where k is the iteration counter, and the Jacobian ∂Res/∂U is the exact differentiation of the first-order version
of the residual Res (zero LSQ gradients), which is defined by the following left and right values at each face:

pL = pj , pR = qk,

pL = pj , qR = qk,

uL = uj +
1

2
(pj , qj) ·∆xjm, uR = uk +

1

2
(pk, qk) ·∆xkm.

(43)
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Below, for simplicity, we present the Jacobian obtained with UL = Uj and UR = Uk, which should work
equally well in the implicit solver (in our implementation, the Jacobian matrix contains contributions from the
gradient terms in uL and uR). The diagonal block at a cell j is given by

(
∂Res

∂U

)

jj

=
∂Resj
∂Uj

=
∑

k∈{kj}

∂Φjk

∂Uj
Ajk−

∂sj
∂Uj

Vj , (44)

where

∂Φjk

∂Uj
=

ν

2

⎡

⎢⎢⎢⎣

1/Lr −nx −ny

−nx/L2
r n2

x/Lr nxny/Lr

−ny/L2
r nynx/Lr n2

y/Lr

⎤

⎥⎥⎥⎦
,

∂sj
∂Uj

=

⎡

⎢⎢⎢⎣

−(∂tu)j/∂uj 0 0

0 −1/Tr 0

0 0 −1/Tr

⎤

⎥⎥⎥⎦
, (45)

where (∂tu)j denotes the physical time derivative at j (see Section 7.2), and the off-diagonal block is given by
(
∂Res

∂U

)

jk

=
∂Resj
∂Uk

=
∂Φjk

∂Uk
Ajk, (46)

where

∂Φjk

∂Uk
=

ν

2

⎡

⎢⎢⎢⎣

−1/Lr −nx −ny

−nx/L2
r −n2

x/Lr −nxny/Lr

−ny/L2
r −nynx/Lr −n2

y/Lr

⎤

⎥⎥⎥⎦
. (47)

For boundary fluxes, the flux Jacobian contributes to the diagonal block: in the Dirichlet case,

∂Φjk

∂Uj
= ν

⎡

⎢⎢⎢⎣

1/Lr −nx −ny

0 0 0

0 0 0

⎤

⎥⎥⎥⎦
, (48)

and in the Neumann case

∂Φjk

∂Uj
=

ν

Lr

⎡

⎢⎢⎢⎣

0 0 0

−nx/Lr n2
x nxny

−ny/Lr nynx n2
y

⎤

⎥⎥⎥⎦
. (49)

In the linearized system (42), the pseudo-time derivatives have been dropped, but the physical time derivative
is included as a source term for unsteady problems. The linear system is relaxed by the sequential Gauss-Seidel
scheme until the linear residual is reduced by half or the specified maximum of 500 is reached. The implicit
solver is taken as converged when the maximum of the L1 norms of the residual components is reduced by ten
orders of magnitude for steady problems, and three orders of magnitude for unsteady problems. All residual
convergence histories shown later are normalized by an initial residual norm.

7 Numerical Results

This section presents numerical results for demonstrating scale-invariance of the hyperbolic diffusion scheme,
and the optimal performance by the proposed optimal reference length, Lopt. We focus on solving the dimen-
sional heat equation in various grid units, but it is equivalent to solving a non-dimensional equation for various
user-defined reference lengths. As discussed in Section 5, the non-dimensional relaxation length should still be
scaled by L̄opt, which is evaluated for a given non-dimensionalized grid, for optimal performance. Below, we
compare various choices for L in Lr = L

2π , but it is equivalent to comparing various choices for L/Luser in

Lr/Luser = L/Luser

2π , where Luser is a dimensional length corresponding to 1.0 in the grid unit.
In this paper, we mainly consider linear problems, where ν is a constant. But the method can be applied

to nonlinear problems by the non-linear hyperbolic formulation as described in Refs.[22, 2]. It can be applied
also to a tensor coefficient diffusion equation [11]. To demonstrate the effect of the proposed reference length
on nonlinear problems, we consider a nonlinear diffusion equation in Section 7.1.4.

10
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7.1 Steady Heat Conduction Problem

We consider a steady heat conduction problem in a bounded domain in the coordinates defined in meter for
the exact temperature distribution measured in Kelvin:

u(x, y) =
sinh(πx) sin(πy) + sinh(πy) sin(πx)

sinh(π)
, (50)

which satisfies the steady diffusion equation (8). It is emphasized that the exact solution is defined in the
coordinates measured in meter, and its distribution over the domain will not change when the coordinate unit
is changed. The domain defined in meter is taken as a baseline, and we will investigate the behavior of the
hyperbolic scheme over the same domain expressed in other units. The problem is taken as a Dirichlet problem
with the temperature at the boundary is specified by the exact solution, or as a Neumann problem with the
temperature gradient normal to the boundary is specified. The diffusion coefficient ν has no impact on the
steady problem and also on numerical solutions; therefore, we simply set ν = 1.

For all steady problems, initial solutions are set to be randomly-perturbed exact solutions. At each cell,
exact solution values are multiplied by a factor (1 + 0.25rdn), where rdn is a random number in the range
[−1, 1]. This way of adding perturbation is important to investigate scale-independent iterative convergence.
The variable u is scale-invariant, but p and q are not. Simply adding random perturbation to p and q would lead
to completely different amounts of perturbation for different scalings. Multiplying exact values by (1+0.25rdn)
will ensure that the perturbation is consistently scaled and generate similar settings for different scalings.

In the next section, we consider a square domain to illustrate the issue of scaling and the effect of the optimal
relaxation length. In the second section, we investigate the optimal nature of formulas for a rectangular domain.
In the third section, we consider a non-square domain to investigate the choice of the reference length and its
impact on accuracy and iterative convergence. Finally, we consider a nonlinear problem.

7.1.1 Square Domain

A unit square domain in meter is triangulated randomly to yield three levels of grids: Grid1, Grid2, Grid3,
with 2048, 8192, and 32768 cells, respectively. Grid1 is shown in Figure 6. To investigate the effect of coordinate
units, we scale them by a factor D: D = 0.001 and D = 1000, corresponding to the units [km] and [mm],
respectively. The resulting grids are referred to as Grid1[m], Grid1[km], Grid1[mm], and similarly for Grid2
and Grid3. The temperature should have the same distribution for all the grid units. See Figure 7. For this
problem, we compare the following choices for L in Lr = L

2π :

L = 1, Lopt

(
=

D√
2

)
,

D

2
, 2D. (51)

The choice L = 1 corresponds to a problematic case, and others should yield scale-invariant solutions. In terms
of the non-dimensionalzed length defined by the side length of the square: L̄r = Lr/D, we are comparing,
respectively,

L̄r =
1

2πD
,

1

2
√
2π

,
1

4π

1

π
. (52)

Therefore, it varies across the grid units for L = 1 with the optimal value L̄r = 1
2π achieved only for D = 1.

L = Lopt corresponds to 1/
√
2 times the optimal value; L = D

2 and L = 2D correspond to half and twice the
optimal value, respectively.

Convergence histories for Grid3 are shown in Figure 8. Results for Grid1 and Grid2 are very similar to
these results, and therefore not shown. As expected, the convergence histories are perfectly identical (within
round-off) in each of the cases: L = Lopt, L = D/2, and L = 2D. For Grid3[m], comparing L = 1 (optimal)
and L = Lopt, we find that convergence histories are almost identical, thus indicating that the factor 1/

√
2 has

a very minor impact on the convergence. For other grids, Grid3[km] and Grid3[mm], the choice L = 1 yields
convergence histories widely varying among the grid units. Figure 8(b) shows that the linear relaxation scheme
cannot reduce the linear residual by half within the maximum of 500 on Grid3[km]. The solver converges very
slowly; the residual is reduced by six orders of magnitude in 2000 iterations. Also, for Grid3[mm], it takes more
and more linear relaxations as the iteration continues and eventually diverges. Another important observation is
that L = Lopt takes the least number of linear relaxations among all. This indicates that the formulas L̄r = 1

2π
as well as L̄r = 1

2
√
2π

can be considered as optimal for a square-domain problem, as expected from the analysis.

11



Preprint accepted in Journal of Computational Physics. 11-14-2017. https://doi.org/10.1016/j.jcp.2017.11.008

Error convergence results are shown in Figure 9. Results are shown for the temperature u[K] and the
gradient variable p(= ∂xu)[K/m]; results for the other gradient variable q are very similar to those for p, and
therefore not shown. To make the comparison easier, we have scaled the gradient errors by D; therefore, the
unit is [K/m] for all. It can be seen that L = 1 exhibits strong dependence on the coordinate unit (the solver
diverged on Grid3[mm], and thus no data shown). However, as expected, the order of error convergence is
second-order on all grid units as long as the solver converges. All other reference lengths do not show any
dependence on the grid unit. These results show that the error levels are not strongly affected by the reference
length in this problem.

Overall, these results confirm the importance of the relaxation length scaling to eliminate the scale-dependence
from the numerical solution algorithm. It is also confirmed that the proposed reference length L = Lopt yields
nearly optimal results among others tested for a square domain.

7.1.2 Rectangular Domain

To test the formula (26) for a rectangular domain, we consider the same problem with a restricted domain.
A rectangular domain is taken as (x, y) ∈ [0, 0.1] × [0, 1]. The Dirichlet condition is applied at the boundary.
The irregular triangular grids used in the previous section are mapped onto the rectangular domain by re-scaling
the x-coordinate. See Figure 10. Note that the domain has the aspect ratio of 10, and also triangular cells have
a similar aspect ratio. We compare the following choices for L:

L = 1, Lopt, (53)

for grids in meter only, in order to investigate the optimality for a rectangular domain.
Iterative convergence results are shown in Figure 11(a). It is observed that the choice L = Lopt gives faster

convergence. The choice L = 1 requires much more linear relaxations and slightly more implicit iterations to
converge. Despite such variation in iterative convergence, no significant differences are observed in the error
convergence for the solution variable. The error in the gradient variable is slightly larger for L = Lopt. See
Figure 11(b). As a check, we have performed the same computations with an alternative rectangular domain:
(x, y) ∈ [0, 1]× [0, 0.1], and obtained very similar results (not shown).

To confirm that the cell aspect ratio has no impact on the iterative convergence, we consider a very thin
rectangular domain (x, y) ∈ [0, 1] × [0, 0.01] with uniform Cartesian grids. Three levels of Cartesian gris have
been generated: Grid1, Grid2, Grid3, with 400 × 4, 800 × 8, 1600 × 16 cells, respectively. Grid1 is shown in
Figure 12. Iterative convergence results are similar for all grids, and thus the result is shown only for Grid3 in
Figure 13(a). As can be seen, the solver slows down significantly for L = 1, but converges rapidly for L = Lopt.
Error levels are almost the same as shown in Figure 13(b). These results demonstrate that it is the domain
aspect ratio, not the cell aspect ratio, that affects the iterative convergence.

7.1.3 Non-Square Domain

To explore non-regular domains, we consider a tube-like domain bounded by the curves y = 0.25 sin4(2.5πx)
and y = 0.25 sin4(2.5πx) + 0.1, the y-axis, and the vertical line at x = 1. Three levels of irregular triangular
grids have been generated: Grid1, Grid2, Grid3 with 768, 3584, and 15360 cells, respectively. Grid1 is shown
in Figure 14. These grids are scaled by a factor D: D = 0.001 and D = 1000, corresponding to the units [km]
and [mm], respectively. The resulting grids are, again, referred to as Grid1[m], Grid1[km], Grid1[mm], and
similarly for other levels. The same exact temperature distribution (50) is used, as shown in Figure 15, and
the Dirichlet condition is applied at the boundary. For this problem, we compare the following choices for L in
Lr = L

2π :

L = 1, Lopt(= 0.05643412996384048D), d(= 0.1D), ℓ(= 1.72758472307282D), (54)

where d is the thickness of the tube domain at x = 0, and ℓ is the length of the tube. The latter has been
computed numerically for a given grid. Also, Lopt is computed numerically inside a code from the volume V
and the perimeter ℓ computed by summing up the element volumes and the length of boundary edges. The
thickness and the length of the tube are very reasonable reference lengths that one would choose. However, the
question being asked here is whether the formula L̄r = Lr/L = 1

2π is optimal (or yields the best results) for a
tube of unit thickness, length, or Lopt. Recall that the optimal formula is not known for domains other than
rectangles.
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Figure 16 shows iterative convergence histories for Grid3. Again, results for Grid1 and Grid2 are very
similar to these results, and therefore not shown. As before, L = 1 shows significantly slow convergence for
Grid3[km] and divergence for Grid3[mm]. Other reference lengths yield scale-invariant convergence as expected.
Both L = Lopt and L = d yield very fast convergence; Lopt requires slightly more linear relaxations but less
implicit iterations. Figure 17 shows error convergence results. L = 1 exhibits wildly-varying error levels for
grids with different units; it diverged for Grid3[mm], and thus no data are shown. Others do not show any
scale-dependence, and produce almost the same results except that L = ℓ yields smaller errors in the gradient
variable. These results indicate that L = Lopt can serve as a good and practical approximation to an optimal
value that is not known for this problem.

7.1.4 Nonlinear Example in Non-Square Domain

To demonstrate the impact of L = Lopt on nonlinear problems, we consider the following problem:

0 = ∂x(ν∂xu) + ∂y(ν∂yu)− g, (55)

where

ν = 1 + u2, g = (1 + b2) (∂xxb+ ∂yyb) + 2b
[
(∂xb)

2 + (∂yb)
2
]
, b = sin(πx) sin(πy), (56)

which has the exact solution:

u = sin(πx) sin(πy). (57)

The problem is solved in the same non-square domain considered in the previous section. The same grids are
used with D: D = 0.001, D = 1, and D = 1000. See Figure 14 for Grid 1. To investigate the scale invariance,
the exact solution and the forcing term g are always evaluated in the coordinates measured in meter (D = 1),
and the first and second derivatives of b are, then, multiplied by 1/D and 1/D2, respectively.

The second-order cell-centered finite-volume discretization is constructed based on a nonlinear hyperbolic
formulation [13, 22, 23]:

P−1∂τu+ ∂xf + ∂yg = s, (58)

where

P−1 =

⎡

⎣
1 0 0
0 Tr 0
0 0 Tr

⎤

⎦ , u =

⎡

⎣
u
p
q

⎤

⎦ , f =

⎡

⎣
−νp
−u
0

⎤

⎦ , g =

⎡

⎣
−νq
0
−u

⎤

⎦ , s =

⎡

⎣
−g
−p
−q

⎤

⎦ . (59)

The relaxation time is still given by Tr = L2
r/ν with Lr = L

2π , but it is now a function of the solution because
ν = ν(u). The residual equation at a cell j is given by

Resj =
∑

k∈{kj}

Pj [ΦjkAjk − sjVj ] = 0, (60)

where the pseudo time term has been dropped, and Pj is evaluated by uj . The numerical flux is given by

Φ =
1

2
[(fL,gL) + (fR,gR)] · njk − 1

2
P̂−1

∣∣∣P̂Ân

∣∣∣ (uR − uL)

=
1

2

⎡

⎢⎢⎢⎣

−νL(pL, qL) · njk − νR(pR, qR) · njk

−(uL + uR)nx

−(uL + uR)ny

⎤

⎥⎥⎥⎦
− 1

2

√
ν̂

T̂r

⎡

⎢⎢⎢⎢⎣

1 0 0

0 T̂rn2
x T̂rnxny

0 T̂rnynx T̂rn2
y

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎣

uR − uL

pR − pL

qR − qL

⎤

⎥⎥⎥⎥⎥⎦
, (61)

where fL/R = f(uL/R), gL/R = g(uL/R), Ân = (∂ f̂/∂u)nx + (∂ĝ/∂u)ny, f̂ = (−ν̂p,−u, 0), ĝ = (−ν̂q, 0,−u),

νL/R = ν(uL/R), ν̂ = ν(û), û = (uL + uR)/2, T̂r = L2
r/ν̂. The left and right states, uL and uR, are computed

by the linear extrapolation as described in Section 6.1. Further details on the discretization of the nonlinear
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formulation can be found in Refs.[13, 22, 23]. The resulting global system of the residual equations is solved
by the implicit solver as described in Section 6.2, but the Jacobian is different from those in Section 6.2: it is
derived by exactly differentiating the first-order accurate version of the nonlinear diffusion residual (60) with
respect to the discrete unknowns. Also, the residual Jacobian is re-computed at every iteration in the nonlinear
case, whereas it is computed only once at the beginning of the implicit iteration in the linear case.

Results are shown in Figure 18. Only the results for L = Lopt are shown because the solver diverged for
L = 1 and L = ℓ, and the results for L = d are very similar to those for L = Lopt. As can be seen from Figure
18(a) and Figure 18(b), all three curves, corresponding to three different units, overlap one another, indicating
that the iterative convergence and error convergence are independent of the grid unit. The failure with L = 1
and L = ℓ indicates that a proper choice of the reference length is critically important for nonlinear diffusion
problems.

7.2 Unsteady Heat Conduction Problem in Non-Square Domain

To demonstrate the scale-invariance of the hyperbolic method for unsteady problems, we consider the un-
steady diffusion equation (1). The problem is directly relevant to heat conduction problems, which are typically
given as

∂t(ρCpu) = κ(∂xxu+ ∂yyu), (62)

where ρ[kg/m3] is the density of the material of interest, Cp = Cp(u)[J/(kg ·K)] is the specific heat capacity,
and κ[W/(m ·K)] is the heat conductivity. Assuming ρ is constant, we discretize the physical time derivative
by the variable-time-step backward Euler scheme:

0 =
κ

ρ
(∂xxu+ ∂yyu)−

αuCp(u) + αnunCp(un)− αn−1un−1Cp(un−1)

∆t
, (63)

where

α =
1

∆tn
, αn = − 1

∆tn
, αn−1 = 0, ∆tn = tn+1 − tn, (64)

for first-order accuracy, and

α =
1

∆tn

(
1 +

∆tn
∆tn +∆tn−1

)
, αn = −(α+ αn−1), αn−1 =

∆tn
∆tn−1 (∆tn +∆tn−1)

, ∆tn−1 = tn − tn−1, (65)

for second-order accuracy. The former is used in the first time step to start up the unsteady simulation, with
one-tenth ∆t to reduce the effect of first-order accuracy. Variable time steps are used only at the beginning and
the end of each calculation (to finish the computation precisely at the final time if necessary). Both schemes are
unconditionally stable, and therefore the time step can be determined solely based on the resolution requirement,
not limited by numerical stability. The unsteady heat equation can be formulated as a pseudo-time problem:

Cp∂τu =
κ

ρ
(∂xxu+ ∂yyu)−

αuCp(u) + αnunCp(un)− αn−1un−1Cp(un−1)

∆t
, (66)

where Cp is a reference capacity (e.g., at a standard temperature); or by using the thermal diffusivity ν =
κ/(ρCp)[m2/s], as

∂τu = ν(∂xxu+ ∂yyu)− s(u), (67)

where s(u) represents the discretized physical time derivative normalized by the reference capacity. Then, the
steady solution to the pseudo-time problem corresponds to the temperature at the next time level, un+1. In
this form, the hyperbolic method is directly applied as discussed earlier. As in steady problems, we drop the
pseudo time derivatives and solve the resulting globally coupled system of discrete equations by the implicit
solver until the maximum of the L1 norm of the residual components is reduced by three orders of magnitude.
It is important to note that the thermal diffusivity ν depends on the coordinate unit, and therefore it has to
be scaled for a chosen coordinate unit. Note also that we solve the hyperbolic system (2) with the pseudo
time terms dropped, and thus the target system is equivalent to Equation (62) and shares the well-known
minimum/maximum principle of the heat equation, at least, in the differential-equation level.
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The problem is taken over a domain bounded by two co-centric circles of radii Ri = 0.75[m] and Ro = 1.0[m].
In order to be able to investigate discretization errors, we consider an idealized problem Cp = 1.0[J/(kg ·K)]
and ν = 1.0[m2/s]. The temperature at the inner and outer circle are specified as

ui(t) =
1

t+ 0.01
exp

(
− R2

i

4ν(t+ 0.01)

)
, uo(t) =

1

t+ 0.01
exp

(
− R2

o

4ν(t+ 0.01)

)
, (68)

so that the exact solution is given by

u(x, t) =
1

t+ 0.01
exp

(
− x2 + y2

4ν(t+ 0.01)

)
, (69)

with the initial condition set at t0 = 0 and the final time at tf = 0.15. Dirichlet condition is applied at the
inner and outer circle, and Neumann condition is applied at y = 0 as ∂u/∂y = 0.

Four levels of irregular triangular grids have been generated: Grid1, Grid2, Grid3, Grid4 with 896, 3840,
15872, and 64512 cells, respectively. Grid1 is shown in Figure 19. As before, these grids are scaled by a factor D
for D = 0.001 and D = 1000, corresponding to the units [km] and [mm], respectively. The resulting grids are,
again, referred to as Grid1[m], Grid1[km], Grid1[mm], and similarly for other levels. The thermal diffusivity
ν is also scaled as ν = 10−6[km2/s] and ν = 106[mm2/s]. But the temperature field must be identical for all
grid units. See Figure 20. The time step is chosen as ∆t = 0.001, requiring 151 time steps to reach the final
time. Note that the time step is small enough to be able to observe error convergence in space, but much larger
than those required by explicit time-stepping schemes, which would be restricted by the well-known condition:
∆t = O(h2

min), corresponding to O(10−5) even on the coarsest grid.
For this problem, we compare the following choices:

L = Lopt(= 0.248970545904566D), d(= D), ℓ(= πD), (70)

where d is the width of the domain, and ℓ is the length of the outer semi-circle boundary. The results are
compared also with a conventional diffusion scheme [24], which is denoted here by Alpha4/3. The residual of
Alpha4/3 at the cell j, which is the discrete approximation to the diffusion equation (67) with the pseudo time
term dropped, is given by

Resj =
∑

k∈{kj}

φjkAjk − s(uj)Vj = 0, (71)

where s(uj) is the physical time derivative discretized in time by the backward Euler schemes as described
eariler. The numerical flux φjk is given by

φjk =
∑

k∈{kj}

ν

[
∇uj +∇uk

2
· njk +

α

|ejk · njk|
(uR − uL)

]
, (72)

where ∇uj and ∇uk are the LSQ gradients at the cells j and k, respectively, uL and uR are linearly extrapolated
solutions as in Equation (34), ejk = (xk − xj , yk − yj), and α is a parameter that controls the amount of high-
frequency damping and the optimal value α = 4/3 is used, which yields fourth-order accuracy on uniform
grids [24]. This scheme has been found very robust for unstructured grids [25] and used in a practical three-
dimensional implicit viscous solver [26]. An implicit solver is employed to solve the global system of residual
equations over each physical time step with the Jacobian constructed based on the damping term only [26, 27].
The solver parameters such as the tolerance and the maximum number of linear relaxations are set exactly the
same values as explained for the implicit hyperbolic solver at the end of Section 6.2. See Ref.[27] for further
details.

Iterative convergence histories are shown in Figure 21 for the first 10 time steps. Sub-iterations are indicated
as fractions over each time step. Note that convergence histories obtained with three different grid units are
plotted with different symbols; they overlap one another due to the scale-invariance property. All results are
similar in the sense that 10-15 sub-iterations are required to reduce the residual by three orders of magnitude,
except that Alpha4/3 and Lopt achieve nearly a constant residual-reduction at each time step, and the residual
increases at every first sub-iteration from the second time step in Alpha4/3. Shown in Figure 22(a) is the
number of linear relaxation per iteration. Typically, the number of linear relaxations per iteration is of O(Nc)
in conventional methods, where Nc is the total number of cells, and of O(

√
Nc) in the hyperbolic method
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Grid1 Grid2 Grid3 Grid4

L = Lopt 9.2 64.9 400.3 2677.9

L = d 11.7 97.4 775.8 5203.6

L = ℓ 21.5 227.9 1708.5 12548.0

Alpha4/3 9.6 143.0 1677.1 23407.4

Table 1: CPU time (sec) required to perform an unsteady simulation (D = 1).

by the elimination of second derivatives. The results indicate that the conventional solver took slightly more
and the hyperbolic solver less relaxations than expected over the grids tested. Actual CPU time required for
each unsteady computation is compared in Table 1 and Figure 22(b). Results are nearly as expected: the
total CPU time grows like N1.5

c for the hyperbolic solver and N2
c for the conventional solver. The fastest

convergence obtained by L = Lopt demonstrates the effectiveness of the proposed reference length. The speed-
up in computing time is O(

√
Nc) and grows with grid refinement: the hyperbolic solver becomes more and

more efficient for finer grids. Therefore, the hyperbolic solver, even if it does not have optimal performance,
overwhelms the conventional solver eventually as the grid becomes fine enough. See L = d, ℓ in Table 1 or
Figure 22(b). This O(1/h)-type convergence acceleration is a well-known feature of the hyperbolic method.

As is well known for the hyperbolic method, the faster computing time comes with superior accuracy in the
gradients. Figure 23 shows error convergence results measured at the final time. Second-order error convergence
is observed for the hyperbolic diffusion scheme for both solution and gradient variables. On the other hand,
the conventional scheme achieves second-order accuracy in the solution, but first-order accuracy for the x-
derivative computed by the LSQ method as typical on unstructured grids. All results have been confirmed to
be scale-invariant.

8 Concluding Remarks

In this paper, we have discussed a problem encountered in solving a heat conduction problem in the di-
mensional form by the hyperbolic method. It has been shown that the relaxation length associated with the
hyperbolic diffusion system is a dimensional quantity and must be properly scaled by a reference length for a
given problem in order to guarantee scale-invariance of numerical solutions. For each reference length chosen, an
optimal value of the corresponding non-dimensionalized relaxation length needs to be found to achieve optimal
performance of a hyperbolic solver. The optimal value is given by (2π)−1 for a unit square domain, but it
is not necessarily optimal for a general domain. As a practical approach, we have proposed to determine a
reference length such that (2π)−1 would be close to optimal. This reference length is called an optimal refer-
ence length. To develop this approach, we have derived an optimal reference length for a general rectangular
domain, and arranged it into a form that can be easily evaluated for a given computational grid of arbitrary
domains. Numerical results have shown that the relaxation length Lr scaled by the optimal reference length
yields scale-invariant solutions and fast iterative convergence for both steady and unsteady heat conduction
problems, including a steady nonlinear problem, for non-rectangular domains. For an unsteady problem, the
hyperbolic solver has been demonstrated to yield significantly faster computing time than a conventional solver,
with an additional advantage of one-order-higher accuracy in the gradients on unstructured grids. The proposed
approach is expected to allow the hyperbolic method to be successfully applied to a wide variety of diffusion
problems in dimensional or non-dimensional coordinates.
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Figure 8: Convergence histories for Grid3 in a square-domain problem. Solid lines are the residual norm histories.
Dashed lines indicate the number of linear relaxations per iteration.
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Figure 16: Convergence histories for Grid3 in a non-square-domain problem. Solid lines are the residual norm
histories. Dashed lines indicate the number of linear relaxations per iteration.
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Figure 17: L1 error convergence results for a square-domain problem. Results are shown for the temperature
u[K] and the gradient variable p(= ∂xu)[K/m]. Units indicated in the legend correspond to the grid unit used.
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Figure 18: Nonlinear diffusion problem in a non-square-domain problem: (a)Convergence history for Grid3,
where solid lines indicate the residual norm convergence and dashed lines indicate the number of linear re-
laxations per iteration. (b)L1 error convergence results for the temperature u[K] and the gradient variable
p(= ∂xu)[K/m]. The grid unit is indicated in the legend.
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Figure 19: Grid1 for an unsteady heat conduction problem in a non-square domain in meter.
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Figure 20: Exact temperature contours at t = 0.15 for an unsteady heat conduction problem in a non-square
domain in three different units.
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Figure 21: Convergence histories for Grid3 for an unsteady heat conduction problem over the first 10 time steps
of the total 151 time steps. Inner iterations are plotted as fractions over each physical time step. At every time
step (integers on the horizontal axis), two residual norms are plotted: one is the final residual in the last inner
iteration and the other is the initial residual norm for the next iteration towards the next time level.
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Figure 23: L1 error convergence results for an unsteady problem, measured at the final time t = 0.15. Results are
shown for the temperature u[K] and the gradient variable p(= ∂xu)[K/m]. The dashed line in (b) represents the
slope of 1 (first-order accuracy). Units indicated in the legend correspond to the grid unit used. For Alpha4/3,
the x-derivative is computed by a linear LSQ method.
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Appendix A: A Derivation of Equation (20)

In Ref.[7], the following Fourier transformed first-order hyperbolic diffusion scheme was obtained on a regular
quadrilateral grid of spacing h:

dU0

dτ
= MU0, (A.1)

where M is given for smooth components as

M =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

− νβ2

2hLr

iνβx

h

iνβy

h

iνβx

hL2
r

− ν

L2
r

0

iνβy

hL2
r

0 − ν

L2
r

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

, (A.2)

where βx and βy are frequencies of a Fourier mode in x and y directions, respectively, and β2 = β2
x + β2

y . This
operator is valid for a rectangular domain (x, y) ∈ [0, Lx]× [0, Ly] with a uniform spacing h = Lx/Nx = Ly/Ny,
where Nx and Ny are the number of grid spacings in x and y directions, respectively. The eigenvalues of M are
given by
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2h
±
√

1− Lrβ2

h
+
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rβ

2

4h2
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)
. (A.3)

An optimal length Lr was derived in Ref.[7] by requiring the expression inside the square root to be non-positive,
so that the Fourier mode propagates rather than is purely damped:

1− Lrβ2

h
+

L2
rβ

2

4h2
(β2 − 16) ≤ 0, (A.4)

which we write

f(Lr) ≤ 0, f(Lr) = 1− Lrβ2

h
+

L2
rβ

2

4h2
(β2 − 16) =

1

4h2
[(β − 4)βLr − 2h] [(β + 4)βLr − 2h] . (A.5)

For smooth components, e.g., (βx,βy) ∈ (−π/2,π/2)× (−π/2,π/2), we have β < 4, and thus f(Lr) ≤ 0 if

Lr ≤ 2h

(β − 4)β
≤ 0, Lr ≥ 2h

(β + 4)β
≥ 0, (A.6)

but since Lr > 0, we are left with

Lr ≥ 2h

(β + 4)β
. (A.7)
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